Calibration of Raman lidar water vapor profiles by means of AERONET photometer observations and GDAS meteorological data
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Abstract. We present a practical method to continuously calibrate Raman lidar observations of water vapor mixing ratio profiles. The water vapor profile measured with the multiwavelength polarization Raman lidar PollyXT is calibrated by means of co-located AErosol RObotic NETwork (AERONET) sun photometer observations and Global Data Assimilation System (GDAS) temperature and pressure profiles. This method is applied to lidar observations conducted during the Cyprus Cloud Aerosol and Rain Experiment (CyCARE) in Limassol, Cyprus. We use the GDAS temperature and pressure profiles to retrieve the water vapor density. In the next step, the precipitable water vapor from the lidar observations is used for the calibration of the lidar measurements with the sun photometer measurements. The retrieved calibrated water vapor mixing ratio from the lidar measurements has a relative uncertainty of 11% in which the error is mainly caused by the error of the sun photometer measurements. During CyCARE, nine measurement cases with cloud-free and stable meteorological conditions are selected to calculate the precipitable water vapor from the lidar and the sun photometer observations. The ratio of these two precipitable water vapor values yields the water vapor calibration constant. The calibration constant for the PollyXT Raman lidar is $6.56 \text{ g kg}^{-1} \pm 0.72 \text{ g kg}^{-1}$ (with a statistical uncertainty of $0.08 \text{ g kg}^{-1}$ and an instrumental uncertainty of $0.72 \text{ g kg}^{-1}$). To check the quality of the water vapor calibration, the water vapor mixing ratio profiles from the simultaneous nighttime observations with Raman lidar and Vaisala radiosonde sounding are compared. The correlation of the water vapor mixing ratios from these two instruments is determined by using all of the 19 simultaneous nighttime measurements during CyCARE. Excellent agreement with the slope of 1.01 and the $R^2$ of 0.99 is found. One example is presented to demonstrate the full potential of a well-calibrated Raman lidar. The relative humidity profiles from lidar, GDAS (simulation) and radiosonde are compared, too. It is found that the combination of water vapor mixing ratio and GDAS temperature profiles allow us to derive relative humidity profiles with the relative uncertainty of 10–20%.

1 Introduction

Water vapor has a large impact on the thermodynamic state of the atmosphere and is the most important greenhouse gas (Twomey, 1991). The relative humidity (RH) represents the water vapor content of an atmospheric volume and is also one of the most important atmospheric state parameters. RH has a strong influence on visibility and the optical properties of atmospheric particles. However, due to the spatiotemporal variability of the water vapor, it is difficult to consider the water vapor in weather forecasts and climate models in an appropriate manner (Held and Soden, 2000; Tompkins, 2002). Hence, water vapor observations by vertical profiling instrumentation with high spatiotemporal resolution will support...
the improvement of the atmospheric state representations in models.

Aiming at the routine observations of water vapor profiles, the most used and well-established measurement method is radiosonde sounding (RS). However, radiosondes measuring RH are usually launched twice per day and only at special sites several 100 km apart from each other. To improve the numerical weather prediction and for a better understanding of the interactions between aerosol and clouds, high-quality water vapor profiling with high vertical and temporal resolution is crucial. Such measurements are possible with the active remote sensing techniques, e.g., with Raman lidar (Melfi et al., 1969; Cooney, 1970; Whitteman et al., 1992; Ansmann et al., 1992; Wandinger, 2005).

However, the water vapor mixing ratio (WVMR) profiles from Raman lidars need to be calibrated regularly. In this article, we present a practical way of Raman lidar calibration by making use of sun photometry. Since the establishment of the AERosol RObotic NEtwork (AERONET, https://aeronet.gsfc.nasa.gov/, last access: 30 April 2018), sun photometers have been widely used to measure column-integrated water vapor (Holben et al., 1998). Meanwhile, many Raman lidars for aerosol and water vapor profiling are co-located with AERONET sites. Furthermore, the Global Data Assimilation System (GDAS, http://www.ready.noaa.gov/READYyemt.php, last access: 30 April 2018) provides simulated meteorological fields including temperature and pressure profiles with 0.5° horizontal and 3 h temporal resolution. Our calibration method is based on AERONET and GDAS data. Vladutescu et al. (2007) reported preliminary results of a sun-photometer-based calibration method, but a detailed elaboration of the method was not performed. The main goal of this article is to present a procedure for continuous calibration of the WVMR profile observed with Raman lidar by comparing the precipitable water vapor (PWV) from sun photometer and Raman lidar. Furthermore, a detailed error analysis of this method is discussed.

At present, the most frequently used methods to determine the water vapor calibration constant are based on simultaneous observations with a reference instrument, e.g., a microwave radiometer (Foth et al., 2015) or a radiosonde (Mattis et al., 2002; Madonna et al., 2011). These methods are also called sensor-dependent methods. The microwave radiometer is capable of providing accurate column-integrated PWV (Madonna et al., 2011). One can obtain the water vapor calibration constant in dividing PWV from a microwave radiometer by the uncalibrated PWV from the water vapor Raman lidar (Foth et al., 2015). Radiosondes provide the vertical information of water vapor but are limited by the rather low temporal resolution (two to four launches per day). By performing a linear fit of the WVMRs from lidar versus those from radiosonde, the calibration constant can be derived. Totems and Chazette (2016) presented a kite-based calibration method by using a meteorological probe at a flown kite over the water vapor lidar site. Additionally, calibration methods based on WVMRs retrieved from satellite and model data (Parkinson, 2003; Seity et al., 2011; Bengtsson et al., 2017; Filioglou et al., 2017) were investigated.

The independent determination of the WVMR calibration constant was also proposed. Vaughan et al. (1988) and Leblanc et al. (2012) calculated the water vapor calibration constant by using the exact optical efficiency ratio of the two Raman channels and the ratio of the nitrogen-to-water-vapor Raman backscatter cross sections. However, the performance of the Raman lidar system, especially of the receiver unit, may change with time, so that this complex calibration procedure has to be repeated frequently. An independent calibration method was also developed by Sherlock et al. (1999a, b) and Venable et al. (2011). They utilized diffuse sunlight or a standard lamp as external sources to obtain the water vapor calibration constant. The development of all these methods is well discussed by Whiteman et al. (2011) and David et al. (2017). Leblanc and McDermid (2008) proposed a new hybrid method by combining dependent and independent methods to determine the calibration constant. With this method, the stability of the calibration constant can be monitored for a long-term measurement.

Sun photometers are widely used for the measurement of the water vapor. The theory of determining content of the vertical atmospheric column PWV by means of a sun photometer is described in detail in Halthore et al. (1997), Smirnov et al. (2004), Galkin et al. (2011) and Barreto et al. (2013). Ferrare et al. (2006) compare the daytime water vapor measurements of a Raman lidar, sun photometer and radiosonde. They found that the PWV value from Raman lidar is 5–10% larger than PWV from sun photometer. An airborne sun photometer deployed for retrieving integrated water vapor is reported by Schmid et al. (2000) and it is found that the uncertainty of PWV from sun photometer is smaller than 0.2 cm. Several studies have reported on a slight dry bias of approximately 5% (Pérez-Ramírez et al., 2014) or wet/dry biases and drifts below 0.3 cm, depending on the sun photometer used (Torres et al., 2010).

In the continuous calibration method described in this paper, the PWV can be obtained by means of the Raman lidar water vapor observations and by further use of the GDAS temperature and pressure data. By comparing the PWV from sun photometer with PWVL from Raman lidar, the water vapor calibration constant is determined to satisfy PWVL = PWVL. The quality check of the calibration procedure is performed by comparing the calibrated WVMR profiles from Raman lidar with simultaneous observations with the radiosonde. In this article, we use the water vapor measurements data from PollyXT, sun photometer and radiosonde observations performed during the Cyprus Cloud Aerosol and Rain Experiment (CyCARE).

The paper is organized as follows: in Sect. 2 the instruments used for the water vapor measurements during CyCARE are described. Section 3 provides the details to the calibration procedure. In Sect. 4 we present measurement ex-
amples of WVMR and RH profiles and a comparison with accompanying radiosonde observations.

2 Water vapor measurements with Raman lidar, sun photometer and radiosonde

CyCARE is a long-term field campaign (October 2016–April 2018), conducted at Limassol, Cyprus, as part of the cooperation between the Leibniz Institute for Tropospheric Research (TROPOS) and the Cyprus University of Technology, Limassol. Coordinates of the Limassol field site are 34.675° N, 33.04° E. The site is 22 m above sea level. Cyprus is located in an arid climate zone and rain is vital but variable from year to year. The CyCARE campaign aims at the understanding of the aerosol–cloud interaction at Middle East dust and aerosol pollution conditions. During CyCARE, the vertical profiles of WVMR were provided by a portable multiwavelength polarization Raman lidar PollyXT (Engelmann et al., 2016). The PWV was measured at daytime by a sun photometer at the CUT-TEPAK site of AERONET. In addition, the vertical profiles of water vapor were obtained by radiosondes. In this campaign, 43 radiosondes of type RS92 were launched. CyCARE was preceded by a pre-campaign in 2015 that included a sun and lunar photometer (Cimel CE318-T) and the same PollyXT. The detailed information about the water vapor measurements is presented in the following sections.

2.1 Precipitable water vapor from PollyXT measurements

PollyXT is a multiple-wavelength polarization Raman lidar (Althausen et al., 2009; Engelmann et al., 2016). Three light pulses at wavelengths of 355, 532 and 1064 nm are emitted simultaneously and the elastically backscattered and Raman backscattered light is measured. Using the nitrogen Raman channel (λN2 = 387 nm) and the water vapor Raman channel (λH2O = 407 nm), profiles of the WVMR can be retrieved. In the lowermost heights the overlap of the laser beam with the receiver field of view of the biaxial system is incomplete. However, it is assumed that the overlap of both Raman channels is identical down to 30 m and for that reason the overlap effect is canceled out in the case of the ratio of the water vapor and nitrogen signals from which the water vapor profile is determined. The measurement of water vapor below 30 m is unavailable. During daytime, water vapor measurements with PollyXT are not possible due to the high daylight background. The vertical and temporal resolution of the raw data is 7.5 m in height and 30 s in time, respectively.

The Raman lidar equation describes the dependence of the lidar signal S(λR) on the atmospheric and instrumental parameters by

\[
S(z, \lambda_R) = S_0(z, \lambda_R) \cdot \frac{A_0 O(z, \lambda_R)}{z^2} \cdot \xi(\lambda_R) \cdot \rho_R^z(z, \lambda_R) \cdot T_{up}^{ATM}(z, \lambda_L) \cdot T_{down}^{ATM}(z, \lambda_R),
\]

where \( S_0(z, \lambda_L) \) is the laser pulse energy at a wavelength of \( \lambda_L \), \( A_0 \) is the aperture of the telescope, \( O(z, \lambda_R) \) describes the overlap of the laser beam with the receiver field of view in the case of the channel at wavelength of \( \lambda_R \) and at height \( z \), \( \xi(\lambda_R) \) is the efficiency of the optics and electronics at the given wavelength \( \lambda_R \), \( \rho_R^z(z, \lambda_R) \) is the backscatter coefficient at \( \lambda_R \), and \( T_{up}^{ATM}(z, \lambda_L) \) and \( T_{down}^{ATM}(z, \lambda_R) \) are the atmospheric transmissions at \( \lambda_L \) and \( \lambda_R \), respectively (Wandinger, 2005).

The detected nitrogen and water vapor Raman spectra depend on atmospheric temperature and the spectral widths of the interference filters mounted in lidar systems (Whiteman, 2003a, b). In PollyXT, the central wavelength of the interference filter of the water vapor channel is 407.5 nm with a full width at half maximum (FWHM) of 1.0 nm, while the filter in the nitrogen channel is 386.7 nm with a FWHM of 0.3 nm. Under these conditions, the Raman signals of PollyXT are independent of temperature and height. The detailed explanation on this is presented in Appendix A.

Following Eq. (1), the Raman backscatter signals of nitrogen and water vapor are \( S(z, \lambda_N) \) and \( S(z, \lambda_H) \), respectively. The WVMR \( (w(z, \lambda)) \) can be calculated by means of

\[
w(z, \lambda) = C \cdot \frac{S(z, \lambda_H)}{S(z, \lambda_N)} \cdot \Delta T_{ATM}(\lambda_N, \lambda_H, z),
\]

with the calibration constant \( C \) and the differential atmospheric transmission for the nitrogen and water vapor Raman wavelengths \( \Delta T_{ATM}(\lambda_N, \lambda_H, z) \). The different extinction coefficients at wavelengths of \( \lambda_N \) and \( \lambda_H \) result in the difference between the atmospheric transmissions. The molecular extinction coefficients for both wavelengths are calculated by using temperature and pressure profiles from the standard atmosphere (Bucholtz, 1995). The particle extinction coefficients can be determined by the Raman lidar method (Ansmann et al., 1992). The resulting differential transmission is illustrated in Fig. 1. The black line in Fig. 1b shows the ratio of the atmospheric transmission at both Raman wavelengths. With a longer path through the atmosphere the influence of the differential transmission increases. Neglect of the aerosol contributions to the differential atmospheric transmission causes a relative error of < 2.5 % below 12 km. The Rayleigh differential transmission can easily be corrected by means of GDAS temperature and pressure profiles. Usually, the minor impact of the particle extinction wavelengths dependence (uncertainty is typically < 2 %) is neglected. These values are in a good agreement with studies on a modeled atmosphere (Whiteman, 2003b; Foth et al., 2015). Ansmann et al. (1990) have already discussed the impact of the differential transmission term on the lidar observation.

To calculate the PWV for the Raman lidar, the absolute humidity (or water vapor concentration) \( \rho_H \) is needed. The
water vapor concentration can be obtained from the measured WVMR profile, \( w(z, C) \), and a computed air density (in g m\(^{-3}\)) profile:

\[
\rho_{\text{air}}(z) = 348.328 \cdot \frac{p(z)}{T(z)} \left[ 1 + p(z) \left( 57.9 \times 10^{-8} - \frac{0.94581 \times 10^{-3}}{T(z)} + \frac{0.25844}{T(z)^2} \right) \right],
\]

with \( p \) in hectopascal and \( T \) in Kelvin. The pressure and temperature profiles are taken from the GDAS database. The closest four grid points of GDAS model to the location of Polly\(^X\)T are plotted in Fig. 2. The meteorological data at the grid point of 34.5°N, 33°E are used in this study. The distance between the grid point and the Polly\(^X\)T location is 19.7 km.

According to the definition of the WVMR, the water vapor concentration \( \rho_{\text{H}_2\text{O}}(z, C) \) is then given by

\[
\rho_{\text{H}_2\text{O}}(z, C) = w(z, C) \cdot \rho_{\text{air}}(z).
\]

Finally, the Raman lidar retrieved precipitable water vapor \( P_{\text{H}_2\text{O}}(C) \) is calculated with

\[
P_{\text{H}_2\text{O}}(C) = \int_{z_0}^{z_1} \rho_{\text{H}_2\text{O}}(z, C) \, dz.
\]

Figure 1. (a) Aerosol extinction coefficient \( (\alpha_p) \). (b) Differential atmospheric transmission \( (\Delta T_{\text{ATM}}, \text{see Eq. 2)}: \text{total (black), particles (blue) and molecules (red)} \). (c) Relative difference between differential transmissions when considering and ignoring the contribution of particles to atmospheric transmission.

During CyCARE, 43 radiosondes were launched. In Fig. 3a and b, the temperature from GDAS (red solid line) and the radiosonde (green dashed line), as well as the temperature difference (green solid line in Fig. 3b, \( 0.064 \pm 0.70 ^\circ \text{C} \)), is shown. It is found that the temperature difference is smaller than 1 ^\circ \text{C}, which agrees with the result from Seifert et al. (2010). The pink solid line in Fig. 3c shows the respective difference for the air density. The modeled air density deviates from the observed data by no more than \( 0.00062 \pm 0.0027 \text{ kg m}^{-3} \) on average. It means that the relative deviation of the dry air density from GDAS and radiosonde data is less than 1% below 10 km. The blue dotted lines in Fig. 3b and c indicate the ranges of \( \pm 1 ^\circ \text{C} \) and \( \pm 0.005 \text{ kg m}^{-3} \), respectively. In Fig. 3d, the correlation of temperature values from all 43 radiosondes and simultaneous GDAS estimations is plotted. The bias of the radiosonde data in comparison to the GDAS data is 0.23 ^\circ \text{C} and the root-mean-square deviation amounts to 0.87 ^\circ \text{C}. Thus, the temperature and pressure profiles from GDAS are used for the calculation of the dry air density and for the calibration of the Raman lidar water vapor measurements.

2.2 Precipitable water vapor from sun photometer measurements

Ground-based automated sun photometers are globally distributed for providing column-averaged aerosol optical and microphysical properties of particles and the column water vapor content \( PWV \). Most of these systems are operated in the global network AERONET, which takes care of data quality and fast access to the data. The systems usually have
Figure 3. (a) Comparison of temperature profiles from the GDAS database and radiosonde observations; (b) the difference between the two temperature values; (c) the respective difference between the dry air density retrieved from GDAS data and from the radiosonde observation measured on 15 April 2017; and (d) the correlation of temperature values from all 43 radiosondes and simultaneous GDAS estimations at the grid point 34.5° N, 33° E.

During the CyCARE campaign, radiosondes of the type V AIASALA RS92 were frequently launched at the lidar site in Limassol in April 2017. The radiosonde provides the vertical profiles of relative humidity (%), temperature (°C), pressure (hPa) and horizontal wind velocity (m s⁻¹) and direction (°). The measurement uncertainty is 0.2 °C in the case of temperatures at a pressure between 100 and 1080 hPa. The absolute uncertainties in the pressure and RH observations are 1 hPa and 5 %, respectively. Vertical profiles of WVMR can be determined as well. Systematic errors of the radiosonde measurements were investigated by Vömel et al. (2007).

3 Calibrations of water vapor Raman lidar measurements

The calibration constant $C$ in Eq. (2) can be determined by comparing measurements from Raman lidar and co-located
sun photometer observations. The flowchart describing the calibration procedure is shown in Fig. 5.

Since sun photometer delivers the PWV or column water vapor content $P_{H_2O,S}$ and PollyXT measures the vertical profile of the WVMR, we have to calculate $P_{H_2O,L}(C)$ from the lidar measurements by means of Eqs. (3)–(5). The calibration constant $C$ is obtained when the condition

$$\frac{P_{H_2O,S}}{P_{H_2O,L}(C)} = 1$$

is fulfilled. Because the density of liquid water is approximately $1 \text{ g cm}^{-3}$, the units $\text{g cm}^{-2}$ and centimeters are interchangeable for $P_{H_2O,S}$ and $P_{H_2O,L}(C)$ (Han et al., 1994).

The total uncertainty of the calibration constant includes instrumental and statistical errors. The relative error of the calibration constant has been determined to about 11% by taking into account all possible error sources. The more detailed description on uncertainties of the calibration constant is presented in Appendix B.

### 3.1 Calibration results

The lidar did measure the $P_{H_2O,L}(C)$ at nighttime. However, depending on the types of photometers, some of them provide daytime observations while the others (e.g., lunar photometers) could even perform nighttime observations. Thus, two modes of calibration including nighttime–daytime calibration and nighttime calibration are discussed in this study.

#### 3.1.1 Nighttime–daytime calibration

During the CyCARE campaign in April 2017, the sun photometer can measure the $P_{H_2O,S}$ at daytime. Nine lidar measurements performed during clear nights are selected for the determination of the calibration constant. The WVMR in-

#### Formulation from PollyXT measured before dawn (nighttime) and PWV from sun photometer observed at daybreak (daytime) are used for comparison. Only co-located lidar and sun photometer measurements with time differences of less than 1.5 h are considered. Additionally, only cases with very homogeneous atmospheric conditions were used for the calibration. Figure 6 shows an example. The calibration time period is from 02:00 to 04:15 UTC. The temporal development of the range-corrected signal at 1064 nm indicates homogeneous atmospheric conditions. In Fig. 6b and c, the WVMR and density are presented as mean values for the time period from 02:00 to 02:30 UTC. These profiles are used. The water vapor concentration $\rho_{H_2O}(z, C)$ (Eq. 4) was calculated from the measured WVMR $w(z, C)$ (Eq. 5). The precipitable water vapor $P_{H_2O,L}(C)$ is then calculated by Eq. (5). In this measurement case, the value of the $P_{H_2O,L}(C)$ is 0.17 cm while the $P_{H_2O,S}$ is 1.17 cm at 04:00 UTC. Therefore, following Eq. (8), the water vapor calibration constant is determined to be $6.88 \pm 0.75 \text{ g kg}^{-1}$. Following the same method, the water vapor calibration constants from all nine measurement cases in April are obtained. The results are shown in Fig. 7. From this figure, the determined calibration constant is $6.56 \text{ g kg}^{-1}$ with a total absolute uncertainty (including statistical and instrumental error) of $0.72 \text{ g kg}^{-1}$ and a relative uncertainty of 11%, respectively. The error analysis is provided in Appendix B.

#### 3.1.2 Nighttime calibration

The sun and lunar photometer Cimel CE318-T within the pre-campaign of CyCARE in 2015 provides the PWV from moon light measurements at nights, too. Hence, 11 measurements performed during clear nights are selected for the determination of the calibration constant from this campaign. Following the same calibration method, these water
vapor calibration constants are shown in Fig. 8. The resulting calibration constant is $6.63 \text{ g kg}^{-1}$ with a total absolute uncertainty (including statistical and instrumental error) of $0.73 \text{ g kg}^{-1}$ and a relative uncertainty of 11%. These results fit the findings of Sect. 3.1.1.

### 3.2 Comparisons of calibrated WVMR from lidar with radiosonde measurements

In this section, we compare the calibrated WVMR profiles from the lidar observations with accompanying radiosonde measurements. During CyCARE in April 2017, 43 radiosondes were launched and 19 of them were operated at nighttime and can be used for the comparison. Four representative WVMR profiles of different days are shown in Fig. 9. The solid blue lines indicate the WVMR profiles measured with PollyXT. The dashed red lines denote the WVMR observed with radiosonde. The lidar data are averaged over 30 min. A very good agreement between the lidar and radiosonde profiles was found.

By using all of the 19 simultaneous nighttime measurements by lidar and radiosonde, we calculate the WVMR differences between these two observations. In Fig. 10a, the differences are shown as black dots. The mean difference is represented by a blue horizontal line and the value is $0.06 \text{ g kg}^{-1}$. The $\sigma$ values in this figure denote the standard deviations of the differences. In Fig. 10b, the relationship between the water vapor measurements from PollyXT and radiosonde is shown. Data of the WVMR differences larger than $2\sigma$ are not considered. The thresholds $\pm 2\sigma$ are shown by the dark green horizontal lines in Fig. 10a as well. After the screening, 95.2% of data were selected for calculations. The remaining 4.8% data were also marked with red dots in Fig. 10b and are not used for fitting. According to the results, we can find a slope of 1.01 and a $R^2$ of 0.99, which means that the agreement of WVMR measurements from PollyXT and radiosonde is very good.
By means of Fig. 9 and the scatter diagram in Fig. 10, the quality of the calibration procedure can be well checked. We conclude that the water vapor calibration method based on co-located sun photometer observations and GDAS data is a practical and useful approach to continuously check the calibration of Raman lidar observations of the WVMR.

4 Examples of WVMR and RH measurements

With the proposed sun-photometer-based calibration method, the WVMR profiles obtained with Raman lidar during the CyCARE campaign were calibrated. Figure 11 presents a measurement from 20 April 2017, 18:00 to 23:59 UTC. In Fig. 11a, the time–height plot of the range-corrected signals at 1064 nm is shown and in Fig. 11b the WVMR is provided. The resolution is 7.5 m and 30 s in Fig. 11a and b; 20 min mean WVMR and RH profiles are presented as well in Fig. 11c and d. Because of the highly accurate GDAS temperature profiles, the respective RH profiles can be determined with good accuracy from the measured WVMR and the saturation WVMR (over liquid water) for the given temperature $T(z)$.

As can be seen in Fig. 11a, three layers containing dust are detected above Limassol. The particle depolarization ratios vary from 0.29 to 0.34 in the layers (not shown). The WVMR below and inside the dust layers is retrieved. The white areas above 6 km in Fig. 11b indicate a too low signal-to-noise ratio (SNR), and hence a retrieval of the WVMR is prohibited. Figure 11 shows the humid layers at height $< 1$ km and the RH close to the ground is larger than 50 %. The pronounced dust layer shows the highest WVMR values in the free troposphere at the heights $> 1.5$ km and corresponding RH of 50–75 %. Later on, after 22:00 UTC, the free-tropospheric layer is well mixed from 1 to 4.5 km and RH steadily increases with height from 15 % at 1.5 km height to about 50 % at layer top (4.5 km).
Figure 11. Temporal development of the (a) range-corrected signal at 1064 nm and (b) water vapor mixing ratio measured on 20 April 2017. (c) Four water vapor mixing ratio profiles and (d) relative humidity profiles during the periods marked in panel (b) are shown. The temporal resolution for the range-corrected signal and water vapor mixing ratio measurements is 30 s. The integral time of water vapor mixing ratio profiles and relative humidity profiles in panels (c) and (d) is 20 min.

In addition, we also present four RH profiles measured with PollyXT on 6, 15, 17 and 21 April in Fig. 12. The lidar-retrieved RH values are again calculated by using the WVMRs from lidar and meteorological data (temperature profile) from GDAS. For comparison, the RH profiles measured with radiosonde (red dashed lines) and estimated by GDAS (green solid lines) are also plotted. The RH profiles from lidar and radiosonde agree very well. The remaining differences may result from the temporal and especially from spatial differences between lidar beam and radiosonde position at height z. The radiosonde drifts with the wind and is typically a few kilometers, 5 and 20 km away from the lidar beam (lidar site) in the lower troposphere, mid-troposphere and upper troposphere, respectively (Seidel et al., 2011). We conclude from the lidar–radiosonde comparison that the RH can be obtained with good accuracy (10–20 %) from the Raman lidar observation of WVMR and temperature profiles from the GDAS datasets.

5 Conclusions

In this study, the WVMR measured by PollyXT was calibrated by means of co-located AERONET sun photometer observations and GDAS meteorological data. By using the measurement data from the CyCARE campaign, nine measurement cases were selected for the determination of the calibration constant.
The results can be summarized as follows:

1. The PWV data from sun photometer and meteorological data from GDAS can be used for calibrating the water vapor profile from lidar instruments. The method can be used to continuously calibrate the water vapor Raman lidars at AERONET sites. During CyCARE, the water vapor calibration constant of PollyXT was determined to be $6.56 \pm 0.72 \text{ g kg}^{-1}$, which indicates a relative uncertainty of 11%.

2. To validate the water vapor calibration constant determined by applying this method, we compared simultaneous WVMR profile observations with PollyXT and radiosonde. Good agreement between the lidar and the radiosonde measurements was found, also in terms of RH profiles.

3. As an outlook, Raman lidars in combination with GDAS temperature profiles allow us to estimate RH profiles with sufficient accuracy for further use to study relative humidity evolution in the planetary boundary layer and in the free troposphere, e.g., in dust layers or cloud layers (during and before cloud formation), and to study aerosol optical properties obtained from Raman lidar as a function of RH.

Data availability. AERONET sun photometer data can be downloaded at http://aeronet.gsfc.nasa.gov (refer to Introduction). The GDAS meteorological data can be downloaded at https://www.ready.noaa.gov/READYamet.php (refer to Introduction). Quick looks of the lidar measurements taken in Limassol can be viewed at http://polly.rsd.tropos.de. The lidar and the radiosonde data are available from a server at TROPOS. Please contact Dietrich Althausen (dietrich.althausen@tropos.de) for inquiries.
Appendix A: Temperature dependence of Raman spectra

Whiteman (2003a) showed that the spectra of the Raman signals are temperature dependent. Hence, the molecular backscatter coefficient has to be calculated from

$$\beta_R^2(z, \lambda_R) = \int_{\Delta \lambda_R} [N_R(z) d\sigma_R(\lambda', \pi, T(z))/d\Omega] d\lambda', \quad (A1)$$

where $\Delta \lambda_R$ refers to the spectral range over which the Raman vibrational signal is detected and $N_R(z)$ is the number density. $T(z)$ is the temperature in Kelvin at the height of $z$.

Hence we introduce a new function denoted by $F_R[T(z)]$, which describes a temperature-dependent function that contains all the temperature dependences in the lidar equation, including backscatter cross section and transmission efficiencies at different wavelengths. This function is expressed by

$$F_R[T(z)] = \int_{\Delta \lambda_R} [d\sigma_R(\lambda', \pi, T(z))/d\Omega] d\lambda'. \quad (A2)$$

By this, $\beta_R^2(z, \lambda_R)$ is changed to $N_R(z) \cdot F_R[T(z)] \cdot d\sigma_R(\pi)/d\Omega$. According to Whiteman (2003a, b), the temperature-dependent effect in the troposphere can reach up to 10% or even more for narrowband Raman water vapor measurement.

The exact spectral properties of the water vapor filter strongly affects the transmission intensities of light from water vapor at different temperatures in the atmosphere.

In PollyXT, the central wavelength of the interference filter mounted in the water vapor channel is 407.5 nm with a filter having a FWHM of 1.0 nm, while the filter in the nitrogen channel is 386.7 nm with a FWHM of 0.3 nm. Under this condition, following the results from Whiteman (2003b), the ratio of $F_N[z(T(z))]$ to $F_{H_2O}[T(z)]$ is independent of temperature and height. Hence the ratio is a constant and is therefore part of the calibration constant $C$.

Appendix B: Error analysis of calibration constant and WVMR

The total error of the calibration constant includes instrumental and statistical errors and can be expressed by

$$\frac{\delta C}{C}_{\text{tot}} = \sqrt{\left(\frac{\delta C}{C}_{\text{stat}}\right)^2 + \left(\frac{\delta C}{C}_{\text{instr}}\right)^2}, \quad (B1)$$

where $\delta_x$ is the uncertainty of the corresponding parameter $x$. In this study, the statistical error is calculated via

$$\frac{\delta C}{C}_{\text{stat}} = \frac{1}{C} \sqrt{\frac{N}{N - 1} \sum_{i=1}^{N} (C_i - C)^2}, \quad (B2)$$

and it is determined to be 1.19 %.

According to Eq. (8) and the error propagation formulas (Bevington and Robinson, 2003), the instrumental error of the calibration constant is calculated via

$$\frac{\delta C}{C}_{\text{instr}} = \frac{\delta_{P_{H_2O,S}}^2}{P_{H_2O,S}^2} + \frac{\delta_{P_{H_2O,L}}^2}{P_{H_2O,L}^2} \quad (B3)$$

where $R_w$ is the ratio of $S(z, \lambda_{H_2O})$ to $S(z, \lambda_{N_2})$ and $R_F$ is the ratio of $F_{N_2}[T(z)]$ to $F_{H_2O}[T(z)]$. The error of the calibration constant is related to the error of $R_w$, $R_F$ and $\Delta T_{\text{ATM}}$ in the calibration measurements. The error of $\Delta T_{\text{ATM}}$ is introduced in Sect. 2.1. Since the ratio $R_F$ is a constant, the error caused by $R_F$ will not be taken into consideration.

As for $R_w$, the uncertainty can be calculated by

$$\frac{\delta S_z}{S_z^2} = \frac{\delta S_{z, \lambda_{H_2O}}}{S_{z, \lambda_{H_2O}}^2} + \frac{\delta S_{z, \lambda_{N_2}}}{S_{z, \lambda_{N_2}}^2} \quad (B4)$$

where the SNR($z, \lambda_{H_2O}$) and SNR($z, \lambda_{N_2}$) are the signal to noise ratios of the water vapor Raman channel and the nitrogen Raman channel, respectively. According to Heese et al. (2010), the SNR($z, \lambda_R$) of the backscattered signal detected by PollyXT is determined via

$$\text{SNR}(z, \lambda_R) = \frac{S(z, \lambda_R)}{S(z, \lambda_R) + \frac{1}{\text{SNR}(z, \lambda_{H_2O})} + \frac{1}{\text{SNR}(z, \lambda_{N_2})}} \quad (B5)$$

where $S_{BG, \lambda_R}$ refers to the background term of water vapor Raman channel or nitrogen Raman channel.

Based on the error analysis described above, the uncertainty of calibration constant is about 11%. It should be emphasized that once the total uncertainty was determined, the calibration constant will not be influenced by the $R_w$, $R_F$ and $\Delta T_{\text{ATM}}$ in a regular measurement (not for calibration) and they are independent of each other. According to the error propagation formulas, the relative error of the water vapor mixing ratio can be calculated from Eq. (2) as

$$\frac{\delta w(z)}{w(z)} = \frac{\sigma_C^2}{C^2} + \frac{\delta_{R_w}^2}{R_w^2} + \frac{\delta_{\Delta T_{\text{ATM}}}^2}{\Delta T_{\text{ATM}}^2} + \frac{\delta_{R_F}^2}{R_F^2} \quad (B6)$$
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