Towards a 3-D tomographic retrieval for the air-borne limb-imager GLORIA
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Abstract. GLORIA (Gimballed Limb Observer for Radiance Imaging of the Atmosphere) is a new remote sensing instrument essentially combining a Fourier transform infrared spectrometer with a two-dimensional (2-D) detector array in combination with a highly flexible gimbal mount. It will be housed in the belly pod of the German research aircraft HALO (High Altitude and Long Range Research Aircraft). It is unique in its combination of high spatial and state-of-the-art spectral resolution. Furthermore, the horizontal view angle with respect to the aircraft flight direction can be varied from 45° to 135°. This allows for tomographic measurements of mesoscale events for a wide variety of atmospheric constituents.

In this paper, a tomographic retrieval scheme is presented, which is able to fully exploit the manifold radiance observations of the GLORIA limb sounder. The algorithm is optimized for massive 3-D retrievals of several hundred thousands of measurements and atmospheric constituents on common hardware. The new scheme is used to explore the capabilities of GLORIA to sound the atmosphere in full 3-D with respect to the choice of the flightpath and to different measurement modes of the instrument using ozone as a test species. It is demonstrated that the achievable resolution should approach 200 m vertically and 20 km–30 km horizontally. Finally, a comparison of the 3-D inversion with conventional 1-D inversions using the assumption of a horizontally homogeneous atmosphere is performed.

1 Introduction

Trace gas exchange between stratosphere and troposphere greatly contributes to upper troposphere and lower stratosphere (UTLS) composition changes and variability. Changes and variability of composition in the UTLS are, in turn, major drivers of surface climate change (e.g. Forster and Shine, 1997). Stevenson et al. (2006) highlight large model differences in the representation of stratosphere/troposphere exchange that lead to considerable uncertainties in the budget of ozone in the upper troposphere. Solomon et al. (2010) recently noted that global models are rather limited in their representation of key processes that determine the distribution and variability of water vapor in the lower stratosphere (such as stratosphere-troposphere-exchange). Consequently, these models are unable to reproduce long-term variations of water vapor in the lower stratosphere that turn out to be an important driver of decadal global surface climate change. These findings point to the need of a better quantitative understanding of processes in the UTLS (operating at different scales) that influence the spatial distribution of important greenhouse substances such as water vapor and ozone.

In the past, most progress in our understanding of UTLS processes has been made by detailed in-situ airborne measurements (e.g. Hoor et al., 2004; Schiller et al., 2009) or limb-sounding satellite instruments (e.g. Heglin et al., 2009). However, airborne observations and current limb-observations by satellites are rather limited in terms of coverage and/or spatial resolution. This limitation may be overcome in the future by new limb imaging concepts (e.g. Riese et al., 2005; ESA, 2008; Ungermann et al., 2010), which will greatly improve vertical sampling as well as the horizontal sampling and coverage, thereby providing an unprecedented view on meso-scale structures (e.g. filaments, tropopause folds, mixing etc.) that play a crucial role for UTLS composition and variability (Konopka et al., 2009).
In particular, limb-emission measurement techniques provide high spatial resolution and good coverage at the same time. Trace gas fields obtained from global infrared limb-emission sounding (e.g. LIMS; Gille and Russel III, 1984; SAMS; Drummond et al., 1980; CRISTA; Riese et al., 1997; Offermann et al., 1999; or MIPAS; Fischer et al., 2007) greatly contributed to our understanding of the 3-D composition, structure and large-scale dynamics of the middle atmosphere (e.g. Riese et al., 2002). However, the spatial resolution obtained even by these sensors is relatively coarse compared to the scales of structures in the tropopause region and must be adequately improved in the future (e.g. ESA, 2008). Current airborne limb-emission sensors such as MIPAS-STR (e.g. Höpfner et al., 2001; Keim et al., 2008) and CRISTA-NF (e.g. Spang et al., 2008; Hoffmann et al., 2009) on-board the high-flying Russian aircraft Geophysica provide adequate spatial sampling in two dimensions (vertical and along the flight track). However, they are limited by a relative broad weighting function (about 200 km) of the observations in the viewing direction (perpendicular to the flight track).

Where such conventional remote sensing instruments cannot resolve the atmosphere well along line-of-sight, the new Gimballed Limb Observer for Radiance Imaging of the Atmosphere (GLORIA) instrument has the capability to derive, for the first time, fine atmospheric structures in three dimensions. GLORIA is a development of Forschungszentrum Jülich GmbH and the Karlsruhe Institute for Technology. Deriving highly resolved 3-D temperature and trace gas concentration fields from GLORIA observations (e.g. for transport studies) poses a tomographic problem that needs special attention to handle the computational complexity. Further, GLORIA serves as an air-borne precursor for a proposed satellite-borne instrument (ESA, 2008).

2-D tomographic retrievals for satellite-borne, limb-sounding measurements were explored by a variety of authors for different purposes and individual instruments (e.g. Solomon et al., 1984; Gurevich, 1995). Practical implementations for the large-scale 2-D tomographic retrieval of atmospheric constituents were first produced by Carlotti et al. (2001) for MIPAS and Livesey and Read (2000) for MLS (Microwave Limb Sounder). However, no current satellite infrared limb-sounder can deliver a highly resolved 3-D picture of atmospheric structures. Further, due to the different observations geometries between forward- or backward-looking satellite instruments and side-ways looking airborne instruments, the posed 3-D tomographic problem is quite different from state-of-the art 2-D tomographic retrievals (Carlotti et al., 2006; Livesey et al., 2006). It is therefore not a simple extension from the simpler 2-D tomographic retrievals and its characteristics may be vastly different.

In Sect. 2, we introduce the GLORIA instrument in more detail. We present our methodology for tomographic retrievals in Sect. 3, thereby first describing our forward model in Sect. 3.1 and our regularization scheme in Sect. 3.2. Some important implementation details for handling the shear amount of unknowns and measurements are presented in Sect. 3.3 with respect to the inversion and in Sect. 3.4 with respect to diagnosing the results. We apply the methodology on a simplified retrieval setup and analyze the principal capabilities of a tomographic retrieval using simulated measurements of GLORIA in Sects. 4.1 to 4.4. We finally compare the results with conventional retrievals using the assumption of horizontal homogeneity in Sect. 4.5.

### 2 The GLORIA infrared limb imager

GLORIA (Fig. 1) is an infrared remote limb sounder that provides unprecedented 3-D sampling of the atmosphere for a limb sounder. Infrared limb sounding exploits the radiation thermally emitted in the atmosphere along the line-of-sight (LOS) of the instrument, which is directed towards the limb of the Earth’s atmosphere. The point of the LOS closest to the surface is called the tangent point. Under optically-thin conditions, the tangent point of the LOS generally determines the point in the atmosphere that contributes most to the measured radiation.

The GLORIA instrument (Friedl-Vallon et al., 2006) essentially combines a Fourier transform infrared spectrometer with a two-dimensional (2-D) detector array measuring in the spectral regions from 770 cm$^{-1}$ to 1400 cm$^{-1}$ (see Table 1 for instrument characteristics). The 2-D detector array will consist of about 128 $\times$ 128 pixels, providing more than 16 000 simultaneous limb-views within an elevation angle of $-3.27^\circ$ (at an observer altitude of 15 km this corresponds to a tangent altitude of roughly 4 km the tangent point being $\approx 375$ km away from the observer) to $0.8^\circ$ and with a horizontal field-of-view of $4.07^\circ$. To increase the signal-to-noise

<table>
<thead>
<tr>
<th>Mode</th>
<th>Dynamics</th>
<th>Chemistry</th>
</tr>
</thead>
<tbody>
<tr>
<td>lower limit of FOV</td>
<td>$-3.27^\circ$ (4 km)</td>
<td>$-3.27^\circ$ (4 km)</td>
</tr>
<tr>
<td>upper limit of FOV</td>
<td>+0.8°</td>
<td>+0.8°</td>
</tr>
<tr>
<td>horizontal FOV</td>
<td>4.07°</td>
<td>4.07°</td>
</tr>
<tr>
<td>vertical sampling</td>
<td>140 m</td>
<td>560 m</td>
</tr>
<tr>
<td>horizontal sampling</td>
<td>2.2 km</td>
<td>17.9 km</td>
</tr>
<tr>
<td>panning</td>
<td>45°–135°</td>
<td>90°</td>
</tr>
<tr>
<td>spectral coverage</td>
<td>770–1400 cm$^{-1}$</td>
<td>770–1400 cm$^{-1}$</td>
</tr>
<tr>
<td>spectral resolution</td>
<td>1.25 cm$^{-1}$</td>
<td>0.1 cm$^{-1}$</td>
</tr>
<tr>
<td>NESR</td>
<td>$3.5 , \text{nW/(cm}^2 \text{sr cm}^{-1}\text{)}$</td>
<td>$2 , \text{nW/(cm}^2 \text{sr cm}^{-1}\text{)}$</td>
</tr>
<tr>
<td>acquisition time</td>
<td>$\approx 3$ s</td>
<td>$\approx 36$ s</td>
</tr>
</tbody>
</table>
ratio, individual array pixels will be co-added to obtain sampling patterns of specific scientific measurement modes.

The GLORIA instrument has the ability to pan the instrument LOS relative to the flight direction. This is realized using a gimbal mount that also stabilizes the LOS during measurements. While conventional air-borne instruments usually point 90° relative to the flight direction, GLORIA is capable of adjusting its LOS between 45° and 135° (as seen from above the carrier with 0° being the flight direction of the carrier), which allows to view the same air volume from multiple angles. Depending on the aircraft, onto which GLORIA will be mounted, the possible range of angles may be slightly reduced due to obstructing parts of the aircraft. In combination with adapted flight paths of the carrier, this shall enable the retrieval of 3-D resolved air volumes.

Another advantage of the instrument concept is its great flexibility, i.e. the trade-off between spatial and spectral resolution can be adapted to the scientific needs. While currently only two modes are specified (“dynamics” and “chemistry” mode of Table 1), the hardware poses few restrictions should a certain scientific question require a different trade-off between spatial and spectral sampling. As this paper explores the capabilities of GLORIA for tomographic retrievals, we focus on the measurement mode that offers the highest temporal sampling, which is the dynamics mode of Table 1. As an example for the spectral resolution of the dynamics mode, simulated spectra for mid-latitude atmospheric conditions and 12 km tangent altitude are shown in Fig. 2.

Even at this reduced spectral resolution, infrared emission features of important atmospheric constituents are clearly visible (e.g. CO₂, CFC11, CFC12, CCl₄, H₂O, O₃, HNO₃, CH₄, N₂O, or PAN, which Weigel et al., 2010 successfully retrieved using the CRISTA-NF instrument).

The focus of this paper is to describe a methodology that enables 3-D tomographic retrievals using simulated GLORIA measurements and to show the principal feasibility of this via simplified numerical experiments.

### 3 A retrieval approach for large-scale inverse problems

The inverse problem in the field of atmospheric limb sounding is to retrieve an atmospheric state, usually a vertical profile, from a set of emission spectra, usually taken from different tangent heights. Given an atmospheric state \( x \in \mathbb{R}^n \) it is possible to model the radiative transfer and the instrument effects with a model \( F \) to generate simulated measurements \( y \in \mathbb{R}^m \). \( F \) represents the actual physics as accurately as possible, given the constraints of understanding of physical processes and instrument effects, but also performance...
Fig. 2. Simulated radiance spectra for the GLORIA instrument operating in “dynamics” mode. Calculations are based on mid-latitude atmospheric conditions (Remedios et al., 2007) and 12 km tangent altitude. The black curve indicates total radiance. The other curves indicate radiance for single emitter atmospheres (see legend). The black arrow indicates the O$_3$ line used for the retrievals.

constraints. The inverse problem then consists of deriving an atmospheric state from a set of noisy measurements, i.e.

$$y = F(x) + \epsilon$$

(1)

with $\epsilon \in \mathbb{R}^m$ representing the measurement errors. The current state-of-the-art in the field of atmospheric limb sounding is to measure and to retrieve 1-D profiles, possibly including gradients in the along-sight direction, or 2-D vertical planes accordingly (e.g. Roewe et al., 1982; Solomon et al., 1984; Livesey and Read, 2000; Carlotti et al., 2001; Steck et al., 2005; Carlotti et al., 2006). The general approach is independent of the dimensionality of the problem, but the computational complexity increases with the amount of involved unknowns and measurements.

GLORIA allows us to implement 3-D observation patterns in contrast to existing instruments. The associated 3-D tomographic reconstructions are extremely demanding on computational resources due to the large parameter space and the correspondingly large amount of measurements required to properly resolve the volume. Many different approaches have been tried to efficiently perform such a tomographic inversion, the most popular in the medical field being the filtered back-projection (e.g. Natterer, 2001). However, as the line of sights of GLORIA measurements do not span regular planes and due to the arbitrary shape of the carrier’s flight path, a more flexible approach prevalent for resolving seismic measurements based on non-linear iterative minimization has been chosen (e.g. Rodgers, 2000; Nolet, 2008).

The inversion of $F$ presents a non-linear, ill-posed, and in many cases both under- and over-constrained inversion problem. One way to obtain a unique and physically reasonable solution is regularization. We use a standard Tikhonov regularization approach as described, e.g. by Rodgers (2000). In our nomenclature, $x_0 \in \mathbb{R}^n$ is the a priori knowledge about the state of the atmosphere, $S_a \in \mathbb{R}^{n \times n}$ is a covariance matrix for the a priori state $x_a$, $y \in \mathbb{R}^m$ represents the vector of measurements and $S_e \in \mathbb{R}^{m \times m}$ the covariance matrix of the measurement error. The method then computes a statistically optimal weighted average between the a priori information and the information contained in the measurements. The solution is calculated by minimizing the cost function $J : \mathbb{R}^n \mapsto \mathbb{R}$ with

$$J(x) = (x - x_a)^T S_a^{-1} (x - x_a) + (F(x) - y)^T S_e^{-1} (F(x) - y).$$

A simple Newton iteration for solving the equation $J'(x) = 0$ gives the formula

$$x_{i+1} = x_i - J''(x_i)^{-1} J'(x_i)$$

Approximating the Hessian matrix $J''(x_i)$ by dropping all terms involving the second derivative of $F$ (as they are too costly to calculate and hopefully negligible as the problem at hand is only “slightly” non-linear) results in the well-known Gauss-Newton iteration scheme

$$x_{i+1} = x_i - \left( S_a^{-1} + F'(x_i) S_e^{-1} F(x_i) \right)^{-1} \cdot \left( S_a^{-1} (x_i - x_a) + F'(x_i) S_e^{-1} (F(x_i) - y) \right),$$

where $F'(x_i)$ is the Jacobian matrix of $F$.

The matrix $S_a^{-1}$ is effectively chosen and defined by our regularization and can be considered as a tuning parameter (see Sect. 3.2). This method only delivers a maximum likelihood estimate if $S_a$ corresponds to the actual a priori covariance, which generally is not available or accurate enough (especially for 2-D and 3-D problems). However, the statistical interpretation of the matrices and the results remains valid as long as $S_a$ fulfills the formal requirements of a covariance matrix, i.e. being symmetric and positive semi-definite. The matrix $S_e$ is assumed to be diagonal (or at least block-diagonal), which means that $S_e^{-1}$ has the same sparse structure and can be rather efficiently calculated.

In the following we will shortly present our forward model $F$, describe how our regularization matrix $S_a^{-1}$ is set up and how to efficiently implement the inversion scheme for large tomographic problems.

### 3.1 Fast forward model and Jacobian calculation

For tomographic 3-D retrievals, the forward model needs to simulate many more measurements than is usual for a single conventional 1-D retrieval, so a fast forward model is of utmost importance.

A single measurement is generally simulated by casting multiple rays from the observer position, calculating the radiative transport along each ray and aggregating the resulting values according to a weighting function that is designed according to the field-of-view of the instrument. The reuse of a single ray for multiple measurements allows a significant reduction of computational effort for imager instruments. We therefore split the forward model $F$ into a linear
map $H \in \mathbb{R}^{m \times p}$ and a non-linear function simulating the 1-D beams $P : \mathbb{R}^n \mapsto \mathbb{R}^p$ with $F(x) = H \cdot P(x)$. The matrix $H$ is generally extremely sparse and stored accordingly.

The function $P$ is realized using the emissivity growth approximation (EGA) method (e.g. Weinreb and Neuendorffer, 1973; Gordley and Russell, 1981; Marshall et al., 1994). Our implementation of the EGA method was previously used as forward model for retrievals for several satellite- and airborne remote sensing experiments (e.g. Hoffmann et al., 2008, 2009; Eckermann et al., 2009; Hoffmann and Alexander, 2009). Compared with conventional line-by-line calculations this approach is about a factor 1000 faster, since the radiative transfer is calculated based on precalculated spectrally averaged values of emissivity stored in lookup tables. The emissivity look-up-tables for the forward model are prepared by means of exact line-by-line calculations utilizing the Reference Forward Model (RFM; Dudhia et al., 2002).

Processing actual GLORIA measurements of the troposphere will likely require additional measures to reduce the error introduced by the approximate EGA method (e.g. Francis et al., 2006).

As seen in Eq. (4), the employed inversion algorithm requires the Jacobian matrix of $F$ (also called the Kernel matrix). Given a fast enough forward model and exploiting the sparsity of the Jacobian matrix (Ungermann et al., 2010), it is feasible to determine the Jacobian matrix via finite differences even for tomographic problems of the given size. The Jacobian matrix $F(x)$ for typical tomographic 3-D problems is very sparse as a single measurement is influenced only by a small fraction of the volume defined by $x$. In our 3-D setups, generally about 99% of the Jacobian matrix entries are zero.

### 3.2 Setup of regularization matrix

For the regularization matrix $S_\alpha^{-1}$, we use Tikhonov regularization matrices to assemble the inverse of a covariance matrix. This approach allows for an easy setup of $S_\alpha^{-1}$, but not for $S_\alpha$ itself. In effect, the variances of $S_\alpha$ cannot be directly set opposed to approaches defining $S_\alpha$ according to some ad-hoc distribution, e.g. a Gaussian distribution (e.g. Tarantola, 2004). However, inverting a dense $S_\alpha$ directly or indirectly is computationally too costly, so we chose to define $S_\alpha^{-1}$ instead.

We define four matrices $L_0$, $L_0^\gamma$, $L_1$, and $L_1^\gamma \in \mathbb{R}^{n \times n}$ corresponding to regularization of zero-th moment and first moment in the three dimensions. Then $S_\alpha^{-1}$ is set to

$$S_\alpha^{-1} = \left( (\alpha_0)^2 L_0^T L_0 + (\alpha_1^\gamma)^2 L_1^\gamma T L_1^\gamma \right) + (\alpha_1^\gamma)^2 L_1^T L_1 + (\alpha_1^\gamma)^2 L_1^\gamma T L_1^\gamma$$

with the tuning parameters $\alpha_0$, $\alpha_1^\gamma$, $\alpha_1^\gamma$, and $\alpha_1^\gamma \in \mathbb{R}$.

The matrix $S_\alpha^{-1}$ becomes singular if $\alpha_0$ is set to zero, so the Gauss-Newton iteration defined in Eq. (4) should be replaced by a Levenberg-Marquardt iteration scheme to ensure convergence (with more care in parameter choice the scheme presented in Appendix B should also be applicable).

The matrix $L_1$ is simply the inverse of a diagonal matrix containing the a priori standard deviations. The $L_1$ matrices are simple Tikhonov regularization matrices of first order, adjusted for the non-uniform grid size (see Appendix A for a detailed discussion). This implies that $a_0$ is unit-less and $a_1$ has the unit of length divided by the unit of the retrieval target type. Together, the matrices penalize deviations of the retrieved profile from the a priori profile and of the three partial derivatives of the retrieved profile in the direction of the three spatial dimensions from the corresponding partial derivative of the a priori profile.

### 3.3 Iterative techniques for solving large-scale linear equation systems

The iteration formula in Eq. (4) is ideal for tomographic retrievals, as all involved matrices are sparse matrices. This significantly reduces both memory consumption and computation time.

The matrix inversion seemingly implied in Eq. (4) is naturally not performed naively, but a linear equation system is solved instead. Using Cholesky- or QR-decompositions becomes quickly infeasible for tomographic problems, as it either consumes prohibitive amounts of computation time or becomes numerically unstable so that it requires special treatment.

The linear equation system in each step is defined by the matrix $C \in \mathbb{R}^{n \times n}$:

$$C = \left( S_\alpha^{-1} + F'(x_i) L_0^T L_0 + F'(x_i) L_1^T L_1 + F'(x_i) L_1^\gamma T L_1^\gamma \right)$$

For our choice of $S_\alpha^{-1}$, this matrix is symmetric positive definite suggesting an iterative conjugate gradient scheme. As $C$ is most likely not very sparse due to the term $F'(x_i) L_0^T L_0 + F'(x_i) L_1^T L_1$, we avoid calculating it altogether, as the generation itself is quite costly and consumes a large amount of memory. Fortuitously, the conjugate gradient algorithm does not require the matrix $C$, but only the result of products of $C$ with given vectors. This product can be cheaply provided by four matrix-vector products, i.e. multiplying the given vector first with $F'(x_i)$ and then the result of this product with $S_\alpha^{-1}$ and so on.

Equation (4) also lends itself well to algorithmic differentiation methods that do not calculate the full Jacobian matrix, but offer a way to efficiently calculate the product of the Jacobian matrix, its transpose or even the Hessian matrix with a given vector.

As we found the convergence of the conjugate gradient method lacking for our 3-D tomographic setups (especially for multi-target setups involving targets of different magnitudes), we employed a simple Jacobi preconditioning scheme (e.g. Saad, 2003). Most pre-conditioners require full knowledge of the matrix $C$. For the Jacobi preconditioning only the diagonal of $C$ is required, which can be calculated...
using only about \( O(nm) \) multiplications if \( S^{-1}_\epsilon \) is a diagonal matrix. If the non-diagonal elements of \( S^{-1}_\epsilon \) are not zero and cannot be neglected, this pre conditioning requires an additional multiplication of the Jacobian with \( S^{-1}_\epsilon \), i.e. \( O(nm^2) \) multiplications neglecting the sparsity of the involved matrices.

The conjugate gradient scheme requires a convergence criterion to determine if the current solution is good enough. We terminate the conjugate gradient scheme, as soon as the residuum has been reduced by a certain percentage. We found the Gauss-Newton scheme to converge faster, if for the first iterations only a small reduction of the residuum is required, tightening the convergence criterion as the Gauss-Newton iteration converged upon the solution. In addition to the outer Gauss-Newton iteration converging faster, this naturally also decreases the number of inner iterations used in the conjugate gradient scheme (see Appendix B).

### 3.4 Memory-conserving diagnostics

We determine the retrieval diagnostics according to Rodgers (2000). This generally requires the calculation of the gain matrix \( G \) that maps differences of measurements onto differences of retrieval result and the averaging kernel matrix \( A \) that maps the true atmospheric state onto the retrieval result. With \( \hat{x} \) being the retrieval result, the gain matrix is defined as

\[
G = \left( S_a^{-1} + F'(\hat{x})^T S_\epsilon^{-1} F'(\hat{x}) \right)^{-1} F'(\hat{x})^T S_\epsilon^{-1}
\]

and the averaging kernel matrix (also called resolution matrix in the field of seismology) is defined as

\[
A = G F'(\hat{x}) = \left( S_a^{-1} + F'(\hat{x})^T S_\epsilon^{-1} F'(\hat{x}) \right)^{-1} 
\]

\[
\cdot F'(\hat{x})^T S_\epsilon^{-1} \cdot F'(\hat{x}).
\]

With \( x_t \) being the true state of the atmosphere and \( \epsilon \) again the measurement errors, the retrieval result can be expressed by the linear expression

\[
\hat{x} = A x_t + (I - A) x_a + G \epsilon,
\]

which gives the basis for the (linear) diagnostics.

The gain matrix \( G \) can then be used to estimate the influence of measurement noise on the retrieval result: \( S_{\text{noise}}=GS_\epsilon G^T \). The averaging kernel matrix can be used to deduce various interesting quantities, including measurement contribution and resolution (e.g. Rodgers, 2000; von Clarmann et al., 2009).

For large 2-D or 3-D setups, the full matrix-inversion in Eqs. (7) and (8) is computationally too costly and furthermore numerically unstable. Further, even if the matrices could be reliably generated, they become too large to keep fully in memory. For example, for our simple baseline setup (see Sect. 4.1), the full averaging kernel matrix alone would require about 80 Gigabyte of memory in double precision.

It is however possible to derive diagnostics for a single point without any matrix inversion as first demonstrated by Nolet (1985). Applying this approach onto Rodgers’ more advanced diagnostics, for the diagnostics of a single point only the corresponding row of \( G \) is needed to estimate the noise error (which is generally estimated using the corresponding diagonal element of \( S_{\text{noise}} \)) and only the corresponding row of \( A \) is needed to derive measurement contribution and resolution.

To derive a single row of \( A \) and \( G \), only a single row of

\[
C = \left( S_a^{-1} + F'(\hat{x})^T S_\epsilon^{-1} F'(\hat{x}) \right)^{-1}
\]

is needed, as this row vector can then be multiplied using vector-matrix multiplications from the left to the right with \( F'(\hat{x})^T S_\epsilon^{-1} \), respectively \( F'(\hat{x})^T S_\epsilon^{-1} F'(\hat{x}) \) to derive the rows of \( G \) and \( A \).

As \( C^{-1} \) is symmetrical, so is \( C \). This simplifies the problem, as columns of \( C \) can be easily calculated using the same iterative linear equation system solver described in the preceding section, and using the proper unit vector for the right-hand-side.

Estimating the covariance of the smooth error requires an actual covariance matrix describing the actual statistics of the atmosphere, which our ad-hoc covariance matrix cannot deliver. However, assuming that the employed covariance matrix were the true one, the smoothing error

\[
S_a = (A - I) S_a (A - I)^T
\]

can also be computed for individual data points. The \( i \)-th element of the diagonal of \( S_a \) is the \( i \)-th row of \((A - I)\) multiplied with \( S_a \) multiplied with the \( i \)-th column of \((A - I)^T \) (being naturally identical with the \( i \)-th row of \((A - I)\)). The corresponding row of \( A \) was already previously calculated and subtracting one for the subtraction of \( I \) is trivial. The matrix-vector product with \( S_a \) can be replaced by another application of the conjugate gradient scheme using \( S_a^{-1} \) as equation system and the modified row of \( A \) as right-hand-side.

Using this method, it is possible to retrieve diagnostic information for individual points of \( x \) without keeping the full matrices \( G \) or \( A \) in memory or even fully generating them. For tomographic retrievals, it is too costly to determine the diagnostics for all points of the retrieval as this generally requires far more computation time than the retrieval itself. But for our tomographic setups, we found the diagnostic quantities to generally vary only slowly from point to point, so that one can use Monte-Carlo techniques to randomly sample a subset of \( x \) to get quickly a good impression of the overall quality and characteristics of the retrieval and to determine the areas that deserve a closer look.
3.5 Discrete representation of the atmosphere

Large-scale, 3-D inversions require an efficient representation of the atmospheric state. Temperature, pressure, aerosol and a varying number of trace gases need to be represented with sufficient detail over the whole volume from which emitted infrared radiance can reach the detector of the instrument. A simple extension of the typical one-dimensional discretization with linear interpolation for the representation of profiles has been used for the results in this paper. A cuboid of atmosphere is discretized by sampling it at the cross-points of a rectilinear grid. Between the grid points, the value is linearly interpolated between the eight corners of the cube. The grid needs not be fully regular and thereby allows for a denser representation in the area with the most measurements (in our setup the center) and a sparser representation at other places.

4 Numerical experiments

This section describes several numerical experiments performed for the GLORIA instrument. Their purpose is on the one hand to demonstrate the feasibility of large-scale 3-D tomographic inversions using the methodology presented in Sect. 3, on the other hand to explore the tomographic capabilities of the GLORIA instrument itself.

4.1 Simulation setup

One intent of the simulations is to demonstrate the feasibility of tomographic retrievals. To that end, we employ a 3-D GEM-AQ (Global Environmental Multi-scale model, Air Quality; Kaminski et al., 2008) data set as our test atmosphere, which is used to generate simulated measurements of GLORIA. The general idea is to reconstruct the original 3-D atmosphere from simulated measurements. To keep the inversion rather simple, only a single target shall be reconstructed. We chose ozone instead of the simpler and perhaps more natural temperature as it can be used as a tracer to examine the UTLS air exchange and therefore fits to the scientific focus of GLORIA. According to GEM-AQ model simulations of the synoptic situation during the European heat wave of July 2006, ozone also exhibits quite interesting horizontal structures close to a tropopause fold (Struzewska and Kaminski, 2008). Figure 3 shows part of one such structure, an ozone filament over the north west of France at 200 hPa with a horizontal extension of about 250 km × 2000 km. This filament is a remnant of upper stratospheric air mixed into the lowermost stratosphere. Ozone values inside this filament are about 50% increased in comparison to the ambient air.

The horizontal sampling of the GEM-AQ data set is about 12 km while the vertical resolution in the UTLS region is about 1 km. For our simulation we picked a volume from 8.64° E to 8.64° W and from 40.00° N to 52.00° N. For generating the simulated measurements, this region is sampled with a horizontal grid size of ≈11 km. For the inversion, the atmosphere is sampled with this fine grid only from 2.88° E to 2.88° W and from 44.00° N to 48° N. The outer region is covered by only three samples on each side to reduce the amount of unknowns. The vertical sampling is 1 km from 1 km to 6 km altitude, 0.25 km from 6 km to 16 km, 1 km from 16 km to 20 km, and 2 km from 20 km to 60 km. The retrieval shall derive ozone in the vertical region from 4 km to 20 km over the full horizontal extent from the simulated measurements. The inversion is simplified by assuming perfect knowledge of the top-column above 20 km and all entities except ozone in the retrieved area. In this idealized study, we concentrate on the properties of the tomographic retrieval method and therefore neglect other uncertainties. The simulated measurements are generated by the same radiative transfer model that is also used in the retrieval.

We use temperature, pressure, CCl₄, CO₂, ClONO₂, H₂O, HNO₃ and ozone in our simulations as these contribute most of the radiation around 778.5 cm⁻¹. As not all these trace gases are contained in the GEM-AQ model data, we take CCl₄, CO₂, ClONO₂, and HNO₃ from mid-latitude profiles.
of Remedios et al. (2007). For this study, we assume clear-sky conditions.

Taking the envisioned amount of measurements for the presented tomographic retrieval will take about 90 min, as the speed of the carrier is limited. During that time, the state of the atmosphere may change significantly due to advection or chemical reactions. Handling this will require special treatment, which is beyond the scope of this paper. Therefore, we assume an unchanging atmosphere during the time required to take the measurements.

The employed regularization scheme uses the ozone mid-latitude values and standard deviations of Remedios et al. (2007) for $x_0$ and $L_0$. As initial guess $x_0$, we take ozone values for polar conditions from the same source. The parameter $a_0$ has been set to 0.1 to reduce the bias towards the a priori profile. The retrievals seem not to require this term, but we added it to ensure that $S^{-1}$ is a regular, well-conditioned matrix. As it is also symmetric and positive definite, it is invertible and its inverse can be interpreted as a covariance matrix. The parameter $\alpha_1$ has been set to $4 \times 10^{-4}$ km/ppb and $\alpha_1^0$ and $\alpha_1^z$ both to 0.8 km/ppb. In contrast to the zero-th moment term $a_0$ the smoothing constraints are required for the well-behavior of the retrieval. One can loosely interpret the $\alpha_1$ parameters as “correlation length” divided by the product of the square root of 2 times a standard deviation (Steck and von Clarmann, 2001). Using the standard deviation of ozone at 12 km from Remedios et al. (2007) as a basis, this corresponds roughly to a vertical correlation length of $\approx 0.3$ km and a horizontal correlation length of $\approx 600$ km. A parameter study showed that these overall and relative weights deliver the visually best results (that is the results were not too “noisy” on the one hand, but also not too smoothened on the other hand). Further, varying the overall regularization strength, i.e. scaling all $\alpha$’s with a factor, and plotting the L-curve, i.e. the deviation of the measurements against the constraint divided by the scaling factor (e.g. Hansen and O’Leary, 1993) shows that the regularization strength is L-curve optimal, i.e. it represents a good balance between fidelity to the measurements and smoothing due to the constraint. The retrieval results are robust against small changes of the tuning parameters. Reducing the horizontal tuning parameters below, e.g. $2 \times 10^8$ km leads to noticeable noisiness and increasing it over $16 \times 10^8$ km to noticeable smoothing (both not depicted). The vertical smoothing seems not to be essential and in fact, the presented retrievals converge to similar results without vertical smoothing. It has however a noticeable effect on the retrieval result above the instrument altitude of 15 km, where insufficient measurement information is available and the regularization parameter has been chosen as the smallest value, for which acceptable results in that height range are retrieved. The resulting system matrix $C$ has a condition number of approximately 450,000, which allows for a reasonably quick convergence of the conjugate gradient scheme.

The results presented here use measurements which are each averaged over two rows of the GLORIA detector, i.e. over 256 detector pixels and thereby deviate slightly from the envisioned co-adding of the “dynamics” mode. As the co-adding is performed off-line, this requires no change to the instrument whatsoever. We average over two rows instead of a single one largely because our atmosphere model does not offer such fine vertical details in the region of interest and we could significantly reduce simulation time by this simplification. In the presence of clouds, affected detector pixels would be removed from the measurement. The measurements are generated by our radiative transfer model, which is also used for the retrieval. The measurement noise is modelled by a stochastic additive offset component and a stochastic multiplicative gain component. This assumes that any systematic component can be handled by calibration or during the retrieval itself. According to the specification of GLORIA, the offset component for 256 averaged pixels is expected to have a standard deviation of $0.1875 \times 10^{-3}$ W/(m²·sr·cm⁻¹). For the gain component for 256 averaged pixels, we assume that a stochastic component with a standard deviation of 0.1% remains. We perform both simulations with and without added noise according to this specification as presented below. The simulations use only a single channel at 778.5 cm⁻¹, which was previously used by Weigel et al. (2010) to derive ozone from CRISTA-NF measurements. This channel is optically thin in the troposphere, close to the CO₂ Q-branch at 12.6 μm usually employed for deriving temperature, and relatively unaffected by water vapor. A realistic setup would naturally need more channels to compensate for instrument effects, aerosol, etc. On the other hand, at least for O₃ it is possible to add further channels with strong O₃ contribution to reduce measurement noise. A single image with the described 64 individual measurements will be generated by GLORIA every $\approx 3$ s. For the description of the employed panning, see Sect. 4.3.

Retrieving this baseline setup involves 6 iterations and uses roughly 60 CPU h, respectively 9 h of real time on an eight-core machine consuming only about 1.3 Gb of memory total. Thereby about 90% of the computation time is used for calculating the Jacobian matrix once in the beginning and once for the final step and diagnostics. We found that intermediate updates of the Jacobian matrix were of no benefit for the setup at hand.

### 4.2 Analysis of baseline setup

We first present and analyze the baseline setup in greater detail. The aircraft is assumed to fly a circle with $\approx 400$ km diameter over the north of France at 15 km height as is depicted in Fig. 4. Within this circle, at 12 km height, an ozone filament is clearly visible (shown in Fig. 3), which is the “target” of the retrieval. Within this paper, the tangent points of measurements close to the cut plane are usually drawn as small white circles. Their presence indicates the part of
The given simulation setup has a high measurement contribution close to one within the convex region spanned by the tangent points (not depicted) indicating a negligible bias of the retrieval result towards the a priori vector \( x_a \). The influence of instrument noise at 12 km height is generally less than \( \approx 3 \) ppb in the region covered by tangent points.

The resolution is determined by calculating the FWHM of the corresponding row of the averaging kernel matrix in the three dimensions. This is naturally only a meaningful measure if the volume, where the row of the averaging kernel matrix is larger than half its maximum, has an approximately ellipsoid shape, being nicely aligned with the major axis. We found this to be the case within the region covered by tangent points. Outside this region, it may also be, e.g. of a “banana” shape, so the resolution cannot be easily expressed with just three numbers. That aside, the vertical resolution is \( \approx 325 \) m in the region covered by tangent points at 12 km height as is shown in Fig. 7. The achievable vertical resolution peaks here, as at 12 km height the best horizontal coverage with tangent points is given. Simulations with a finer height grid of 125 m and 128 distinct vertical measurements per image (not depicted) indicate that a vertical resolution of \( \approx 200 \) m seems possible. In Fig. 7b one can see that the achievable vertical resolution in the “tangent point holes” at the bottom and at the top of the analyzed volume increases rapidly due to a lack of measurements. This suggests that the radius of the circle, respectively the height of the aircraft, which determine the height region with best tangent point coverage, should be chosen according to the height region one is most interested in.

The horizontal resolution in longitudinal direction in Fig. 8a is around 20 km to 30 km indicating that the chosen sampling grid is fine enough to resolve all information present. The low values at the upper and lower part of Fig. 8a result from the fact that the shape of the rows of the averaging kernel matrix in this region deteriorates from a roughly ellipsoid shape towards something resembling more “bananas”, which extend roughly in north-south direction. Correspondingly, the horizontal resolution in latitudinal direction is quite similar to that in longitudinal direction within the region covered by tangent points, but increases rapidly towards the north and south and is deceivingly low towards the east and west. Figure 8b indicates that the horizontal resolution is best in the middle of the volume, where the air volume is seen from most angles. Towards the border, especially to the lower left and lower right, the coverage decreases and therewith also the horizontal resolution. By tuning the regularization parameters (not depicted), it is possible to shift information between vertical resolution, horizontal resolution and measurement noise. We found the current setup sufficient for our purposes and reserve a thorough analysis of the regularization scheme.

---

The volume, where good agreement between the retrieved atmospheric state and the true atmospheric state is expected. Please note the fundamental difference between the tangent point distribution in Fig. 4 and what is usually found for 2-D tomographic retrievals from satellite borne limb-sounder data. Where the latter have an even distribution of tangent points nearly over the whole 2-D plane, the tangent points in the presented 3-D setup are clustered in the middle of the volume. In the 3-D setup, most line-of-sights of measurements pass largely through atmosphere outside the region covered with tangent points, especially those measurements for lower altitude. This makes the presented 3-D tomographic retrieval much more influenced by boundary effects and overall more ill-posed and dependent on a-priori constraints than current 2-D tomographic retrievals.

The diagnostic information for the baseline setup was derived with the technique described in Sect. 3.4. Only the depicted planes were calculated and required several times as much computation time as the retrievals themselves (one depicted plane including all diagnostic entities costs \( \approx 250 \) CPU h). Figure 5 shows the retrieval result for the baseline setup with added instrument noise. Figure 5a shows that the filament is qualitatively well reproduced and Fig. 5b indicates that the error in the region covered with tangent points is well below \( \pm 5\% \). The vertical cuts in Fig. 5c and d show good agreement at other heights.

The influence of noise on the retrieval result can be well seen by comparing Fig. 5 with Fig. 6, where the same setup is simulated without instrument noise. The deviations from the true value outside of the central region are still present, which indicates that these are not an effect of noise, but of insufficient measurement information. Further simulations (not depicted) indicate that decreasing the noise by means of averaging over time does not improve the result as fewer measurements deliver less spatial resolution.

---

Fig. 4. A circular flight path including the location of the tangent points of the measurements as color-coded spheres (red being the first measurements, blue the last ones) and the flight-track as a white tube.
4.3 Effect of panning

An innovative new feature of the GLORIA instrument is the ability to point the detector in different horizontal directions without changing the flight direction of the aircraft itself to enable 3-D tomographic reconstructions.

We examined the effect of panning on the tomographic reconstruction to determine, in which way this feature actually benefits the retrieval result. The baseline setup described in Sect. 4.2 made use of the full GLORIA panning capability by moving the detector by 4° between taking two images and going back to 45° as soon as an angle of 135° is reached. Figure 9 shows an exemplary retrieval without any panning, i.e. fixing the instrument viewing direction to 90° like a conventional instrument would measure. The strength of the regularization has not been changed by, e.g. increasing the horizontal regularization strength to retain comparability of the results. As can be seen in Fig. 9a, the tangent points of measurements do not span a volume but are located on a 2-D surface in space. Consequently, the retrieval does not deliver a good representation of the true atmosphere, which we were unable to significantly improve by, e.g. tuning the regularization. Figure 9b depicts the retrieved atmospheric state. It seems difficult to discern the original filament from this data as the relative error exceeds −10% even close to the tangent points in the middle.

Better results can be achieved with a reduced panning in contrast to no panning at all. Figure 10 depicts a retrieval setup, in which the panning is reduced to the range from 65° to 115° relative to the flight direction, but the filament is still difficult to discern. Our simulations indicate that the results improve the wider the angle gets, with an optimum close to the angle available for GLORIA. Extending the fan further (not depicted), more rays pass through air volumes that are not viewed from multiple angles and are therefore difficult to resolve three-dimensionally. In addition, these rays are missing on the inside of the flight path, reducing the retrieval quality there.

A second consideration must be given to the panning step size, in which the available panning angle is used. While the simulations did not show the result being very sensitive to it, it has been found that the result improves the more evenly distributed the tangent points of the individual measurements are. Reducing the step size increases the number of tangent
Fig. 6. The retrieval result of the baseline setup without added instrument noise. (a) Shows the retrieved ozone values at 12 km height while (b) depicts the relative error in percent compared to the true values.

Fig. 7. The vertical resolution of the baseline setup. (a) Shows the vertical resolution at 12 km altitude while (b) depicts the vertical resolution at 46° N.

point “circles”, but reduces the number of points on the “circle”. For the “dynamics mode”, we found the natural step size of 4° optimal for our setup, while, e.g. for the “chemistry mode”, which requires longer time for a single measurement, a larger step size might be chosen.

In summary, the ability to pan the instrument is clearly an invaluable asset for tomographic reconstruction.

4.4 Choice and effect of flightpath

The choice of flightpath is of large importance for 3-D tomographic retrievals. Closed or nearly closed paths seem to be able to provide a good reconstruction of the true atmospheric state, similar to computer tomography. In our experiments the true atmospheric state was only reproduced accurately in those parts of the volume, where the tangent points of measurements are located. In effect, the flightpath and panning (see Sect. 4.3) should be chosen accordingly. A perfectly circular flight path gives the most regular distribution of tangent points as presented in Sect. 4.1. As such a flight path may not be feasible for practical concerns, we will discuss in the following how approximations to the ideal circular track behave.

We present two such approximations, one being a square flightpath and one being an octagonal flight path. Figure 11 depicts a simple square track in the same style as Fig. 4. One can see that the area below the corners of the square is devoid of measurements while there are large extensions below the sides of the square (the latter ones could be avoided by influencing the panning in a more complicated way than employed here). Figure 11b shows the relative error of the retrieval result for this flight path at 12 km height. One can see good agreement where tangent points are located, but the corners – being devoid of tangent points – are already quite erroneous. Calculating horizontal resolution (not depicted) indicates that the values in the corners are nearly purely derived by horizontal smoothing. Figure 12 shows in comparison an octagonal flight path, which resembles a circular track more closely. Figure 12a depicts again the location of tangent points in space and time and Fig. 12b shows the relative error of the retrieval result at 12 km height. The area covered by tangent points is larger, corresponding with a larger area of
good agreement. In principle, this seems to be a good compromise as a larger area is covered by tangent points so that the true ozone structure can actually be identified better than in Fig. 3a. However the horizontal resolution is generally higher than for the baseline setup and the vertical resolution quickly becomes larger in between the “petals”.

Both presented approximations to a circular flight track seem usable and could possibly be optimized further by adjusting, e.g. the panning. We seem to be able to trade horizontal resolution for covered volume, so the flight path can be determined according to scientific need. Therefore, it is expected that a workable flight track can be found for campaigns given typical restrictions imposed by aerospace regulations and scientific goals.

4.5 Comparison with individual 1-D retrievals

The 3-D tomographic retrieval is more robust in the presence of horizontal inhomogeneity than conventional 1-D retrievals. This section demonstrates that the employed test case is indeed a difficult one for conventional retrievals due to the horizontal inhomogeneity of ozone and develops a method to quantify the effect of horizontal inhomogeneity on 1-D retrievals based upon the assumption of horizontal homogeneity.

To compare the tomographic approach with conventional retrievals, each individual image of the standard setup was used to perform a single 1-D retrieval. To exclude secondary representation effects, only ozone within the retrieval height range was kept three-dimensionally varying; every other quantity was made horizontally homogeneous. It was found that the 1-D retrievals require a stronger vertical regularization (i.e. $\alpha_1^z = 4 \times 10^6$) as the regularizing influence of the horizontal smoothing is missing. Figure 13 depicts as an example the results of the 1-D retrievals at 12 km height with the true atmosphere as background. One sees clearly that ozone is severely underestimated depending on the pointing of the measurement instrument. Profiles underestimating ozone are generally derived from images pointing northwards and profiles overestimating it are generally pointing southwards. Increasing the strength of the vertical smoothing
Further, the noisiness of the results decreases at the cost of a worsening vertical resolution. However, the systematic under- and overestimation is not affected by a stronger or weaker regularization.

To gain deeper insight into the cause of these systematic errors, a single retrieval with an underestimation of ≈20% was selected for analysis, which is indicated by a broad black circle in Fig. 13. Figure 14 shows the rays of the corresponding image together with the ozone values along the line-of-sights. To compensate for the strong vertical gradient of ozone, the values have been horizontally normalized to the ozone concentration at the line defined by the tangent point respectively the horizontal instrument location above 15 km. Above 10 km altitude, one can see a strong horizontal structure with ozone concentrations decreasing away from the instrument. This gradient certainly violates the assumption of horizontal homogeneity. Figure 15b shows the row of the 1-D averaging kernel matrix corresponding to the value at 12 km. One sees the expected vertical averaging, but this is not the reason for the underestimation as the ozone concentrations at, above, and below 12 km are quite similar. No indication of a problem is given by this 1-D diagnostic.

As the usual 1-D diagnostics depend on the notion of a horizontally homogeneous atmosphere, they cannot capture the effects of 2-D structures. Instead, a mapping of the true – in this case – 2-D atmosphere onto the 1-D results is required to gain further insight into the problem. Such a map can be generated by using the 1-D gain matrix shown in Fig. 15a and a 2-D Jacobian matrix describing the sensitivity of the measurements to a 2-D atmosphere. A 2-D Jacobian can simply be generated by creating a 2-D representation of the atmosphere and filling it with the true state of the atmosphere along this cut (it can be alternatively filled with the horizontally homogeneous retrieval result, if the true state is unavailable). This 2-D atmosphere employed by us uses the same altitude grid as the 1-D representation and uses a regular horizontal grid with a 5 km horizontal spacing. Now, the 1-D gain matrix can be multiplied with the 2-D Jacobian matrix to create a new averaging kernel matrix that maps the true 2-D state of the atmosphere to the 1-D retrieval result. This is quite similar to the way that the usual averaging kernel matrix is calculated, the only difference being the exchange of the 1-D Jacobian matrix by the 2-D Jacobian matrix. The resulting matrix is referred to as 2-D/1-D averaging kernel.

Fig. 10. Depicted is the retrieval result (a) and relative error (b) of a tomographic reconstruction with panning being reduced to a span of 50° instead of 90°.

Fig. 11. This figure demonstrates a square flight path. (a) Shows the location of the tangents of the measurements as color-coded spheres (red being the first measurements, blue the last ones) and the flighttrack as white tube. (b) Shows the relative error of the retrieval result at 12 km height.
matrix and shown in Fig. 16. A similar technique was used by von Clarmann et al. (2009) to estimate the horizontal resolution of the MIPAS instrument.

The 2-D/1-D averaging kernel matrix is closely related to the usual 1-D averaging kernel matrix. For instance, the 2-D/1-D averaging kernel matrix can be transformed to the 1-D averaging kernel matrix by summing up all elements of each row belonging to the same altitude. Consequently, the horizontal oscillations above 12 km in Fig. 16 sum up horizontally to (nearly) zero. If there were a horizontally constant ozone concentration at higher altitudes, the oscillations would not affect the retrieval result, just as the 1-D averaging kernel matrix suggests. However, there is a strong gradient, which is folded with the oscillations visible in the 2-D/1-D averaging kernel matrix and thereby contributes noticeably to the retrieval result at 12 km altitude.

The observed horizontal oscillations in the 2-D/1-D averaging kernel matrix are the consequence of the averaging kernel matrix \( A \) being a linear combination \( A = GF(\hat{x}) \) of the rows of the Jacobian matrix, i.e. the weighting functions. Figure 15a shows a row of the gain matrix; it depicts the coefficients used to add up the rows of the Jacobian matrix to generate the row of the averaging kernel matrix for 12 km altitude. It is foremost a weighted average of the measurements with tangent points close to 12 km. Figure 16a shows one row of the 2-D Jacobian matrix, i.e. a 2-D weighting function describing the sensitivity of one measurement with tangent point altitude close to 12 km altitude to changes of the 2-D atmosphere. Its maximum sensitivity lies close to the tangent point, but significant contributions are also present at higher altitudes. The negative entries in Fig. 15a are there to remove these contributions in the 1-D averaging kernel matrix. Ignoring the horizontal dimension, the 1-D weighting functions can be used to very closely approximate the delta function as shown in Fig. 15b. However, if the 2-D Jacobian matrix is employed, it becomes apparent that the available measurements do not in fact allow such a good spatial
Fig. 15. (a) Shows the row of the gain matrix corresponding to the retrieval result at 12 km. (b) Shows the row of the 1-D averaging kernel matrix describing the relationship between the true atmosphere and the 1-D retrieval result at 12 km.

It is now clear, what causes the ≈20% underestimation in the case at hand. The horizontal oscillations of the 2-D/1-D averaging kernel matrix in combination with the decreasing ozone concentrations away from the instrument cause this underestimation. The effect is especially pronounced as ozone concentrations increase with height and therefore small oscillations in the 2-D averaging kernel far above the retrieved value still contribute meaningfully. For trace gas species that remain approximately constant or decrease in concentration with altitude the effect should be less pronounced due to the decrease in air pressure with height. The same problem has affected the evaluation of MIPAS measurements as demonstrated by Kiefer et al. (2010). Naturally, the oscillations of the 2-D averaging kernel matrix at higher altitudes contribute only noticeably to the result, if the atmosphere is not in fact horizontally homogeneous.

In contrast, the 3-D retrieval is able to use more measurements and thereby more weighting functions in the construction of the averaging kernel matrix. This increases the vector space spanned by the weighting functions and thereby offers better approximations to the desired delta functions.

The described technique can be used to more reliably compare 3-D model data with retrieved 1-D profiles by folding the model data with the 2-D/1-D averaging kernel matrix instead of the usual 1-D averaging kernel matrix. The method can also be used to quantify the effect of the horizontal inhomogeneity on 1-D retrieval results and thereby in combination with a chemical weather forecast help identify problematic atmospheric situations and accordingly optimize flight-paths of airborne instruments to avoid a bias in the retrieval results.
5 Conclusions

We introduced a methodology allowing for efficient tomographic retrievals from limb measurements that can be applied to both satellite- and air-borne instruments. We demonstrated how the use of sparse matrices combined with iterative solvers deliver in an efficient manner a solution to the non-linear, ill-posed problem of tomography. We also showed how the result of such an inversion can be analyzed using the powerful diagnostic tools of Rodgers (2000) without generating the dense gain and averaging kernel matrices for all data points. The presented numerical inversion scheme is able to efficiently handle the massive amount of measurements and unknowns of tomographic retrievals and is both able to handle the described 3-D setups, but is also well suited for 2-D retrievals of satellite measurements.

We employed this method on simulated measurements of the GLORIA instrument to demonstrate its capability to three-dimensionally resolve air volumes. The new GLORIA instrument combines an infrared 2-D detector array with a Michelson interferometer mounted in a highly flexible gimbal and is unique in its combination of very high spatial and state of the art spectral resolution and its ability to scan the line-of-sight (LOS) 90° horizontally. This is a significant advance compared to previous limb sounders, which are limited by their restricted measurement geometry. An ozone filament at 12 km found in GEM-AQ simulations served as a test setup.

We found that using nearly circular flightpaths, the 3-D structure of the ozone filament could be qualitatively well reproduced in the region well covered by tangent points of measurements. As a perfectly circular flight track is probably infeasible, we examined different closed curves and found that also approximations to a circle deliver very useful results. A 3-D resolution of ≈325 m vertically and of ≈25 km × 25 km horizontally was achieved in our test retrievals. The vertical resolution can likely be improved to 200 m with a different setup.

One of the innovative features of the GLORIA instrument is its ability to horizontally pan the LOS of the instrument away from the typical angle of 90° relative to the flight direction of its carrier. It was demonstrated that this feature is a key component that enables the tomographic retrieval capability.

Finally, we set up a series of conventional 1-D retrievals based on the assumption of horizontal homogeneity. We found that these retrievals were subject to large systematic errors depending on the direction of the LOS. We used a 2-D/1-D averaging kernel matrix to analyze the 1-D retrieval and found that the 2-D averaging kernel matrix is subject to horizontal oscillations, which affect the retrieval result in the presence of strong gradients and high concentrations in upper layers. This affects especially the retrieval of ozone but should also be considered for other species. A tomographic retrieval can use more measurements from different angles to subdue these oscillations and derive a better inversion result.

The GLORIA instrument should be able to derive highly resolved 3-D volumes of the UTLS enabling a better understanding of meso-scale processes and structures in this region. The combination of the 2-D detector array and the ability to pan the LOS are able to deliver sufficient measurements from different angles to achieve a 3-D reconstruction with vertical resolution of ≈200 m and horizontal resolution of ≈25 km. This should allow GLORIA to deliver results with a spatial resolution that is unprecedented for current limb sounders.

Appendix A

Setup of $L_i^z$

The three-dimensional, rectilinear grid is defined by three vectors $g_x \in \mathbb{R}^m$, $g_y \in \mathbb{R}^n$, and $g_z \in \mathbb{R}^p$ that consist of the ordered (ascending in our implementation) coordinates (in our setup longitude for $g_x$, latitude for $g_y$ and altitude for $g_z$). The elements of the state space vector $x$ are ordered also according to the coordinates, varying fastest in altitude ($z$) and slowest in latitude ($x$). Last, three maps $h_x, h_y$ and $h_z$ are needed that map the coordinates of the $i$-th element of $x$ onto the corresponding index of the coordinate in the coordinate vectors $g_x, g_y$ or $g_z$. For example, if the $x$-coordinate of the $i$-th element of $x$ would be the smallest one contained in the grid, the function $h_x(i)$ would map $i$ onto the index 0, as the first element of $g_x$ is the smallest $x$-coordinate. Here, we also use the convention that $g_x^i$ denotes the $i$-th element of $g_x$.

With $L_i^z = (l_{i,j}^z)_{i,j}$, then

$$l_{i,j}^z = \begin{cases} -1 & g_x^{h_x(i)+1} - g_x^{h_x(i)} \\ \frac{1}{h_x(i)+1} & h_x(i) < n_x - 1 \\ 0 & \text{else} \end{cases}$$

(A1)

Please note that the absolute value function $| \cdot |$ in this case shall also imply a conversion to kilometers (where applicable), which means that, e.g., the same difference in longitude results in different values for points at different latitudes. The first term describes the main diagonal, the second term a side diagonal. In case of multi-target retrievals, an additional condition must ensure that the entry is zero if $i$ and $j$ describe different target types and a row-scaling must be introduced that introduces different weights for each target type as described by Steck et al. (2005) for 2-D regularization. We found the inverse of the typical standard deviation of a target to be a reasonable value for such a scaling factor. It is also possible to introduce an altitude- or altogether
location-dependent regularization by scaling the rows of the L matrices. The matrices $L^i_1$ and $L^i_1$ can be likewise constructed.

Multiplying the matrix $L^i_1$ with $x$ corresponds to computing the partial derivative $\partial / \partial x$ of the atmospheric profile using finite differences using the closest neighboring point. It is straightforward to extend this approach to include higher moments.

**Appendix B**

**Parametrization of the conjugate gradient scheme**

Combining a Newton scheme with a conjugate gradient method as we describe in Sect. 3.3 exhibits under certain conditions itself regularizing properties (Hanke, 1997). While this in itself may not be desired, it shows some useful properties to reduce the amount of time required for the inversion. While the most computation time in non-linear retrievals is currently used for calculating the Jacobian matrices $F'(x_i)$, test simulations can be executed very efficiently with a linearized retrieval using a fixed, precalculated Jacobian matrix. Further, the conjugate gradient method does not lend itself as easily to efficient parallelization on shared memory machines, implying that spending long time in the iterative solver decreases the overall speed-up factor of the parallelization.

According to Hanke (1995), the regularization properties of the conjugate gradient scheme depend on the number of performed iterations. Further, using only a single iteration corresponds to a steepest descent step while iterating until the error becomes zero corresponds to a Newton step. This shows the similarity to the Levenberg-Marquardt iteration scheme that varies the strength $\lambda$ of a Tikhonov regularization to, in effect, also vary between a steepest descent step and a Newton step (Rodgers, 2000).

To reduce computation time, it is more efficient not to use many iterations in the conjugate gradient scheme to exactly solve the problem posed by each step of the Levenberg-Marquardt iteration, but instead to reduce the number of iterations in the conjugate gradient scheme to implicitly introduce a regularization that can replace the Levenberg-Marquardt regularization.

“Exact solution” in this sense means that the norm of the error of the solution $x$ to the equation system $\|Ax - b\|$ is numerically zero, which we chose to mean that the norm is less than $10^{-12}$. We implemented an heuristic that varies the required relative reduction of error $\|Ax - b\|_2/\|b\|_2$ in the conjugate gradient scheme similarly to how the Levenberg-Marquardt parameter is usually varied. That is, it is reduced, if a reduction of the cost function could be achieved or increased in case no reduction could be achieved. The aim is to both reduce the amount of (outer) Newton iterations and (inner) conjugate gradient iterations to save computation time. Similar to Levenberg-Marquardt, it seems obvious that this scheme does not affect the outcome of the outer iteration if the last iteration requires an exact solution to the equation system. This scheme converges according to Nocedal and Wright (2006, Theorem 7.1) and uses for our problems much less costly evaluations of the forward model than other usual choices based on the norm of the current gradient of the cost function (e.g. Nocedal and Wright, 2006).

Some exemplary results are depicted in Fig. B1. The initial required reduction of the residuum is 0.1, meaning that the residuum should be reduced until its norm is smaller than 10% of the norm of the right-hand side. Figure B1 shows how the number of outer and inner iterations changes if the adjustment factor is modified. For an adjustment factor smaller than 1.2, the outer iteration stops with a negligibly larger value of the cost function (with a relative error of 0.01%), which could be fixed by adjusting the convergence criterion of the outer iteration. For smaller reduction and adjustment factors than depicted, the number of necessary outer iterations increases significantly. The figure is typical for other initial required reduction values. There is usually an optimum, where the number of outer iterations is minimal while the number of required inner iterations steadily increases.
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