Source brightness fluctuation correction of solar absorption fourier transform mid infrared spectra
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Abstract. The precision and accuracy of trace gas observations using solar absorption Fourier Transform infrared spectrometry depend on the stability of the light source. Fluctuations in the source brightness, however, cannot always be avoided. Current correction schemes, which calculate a corrected interferogram as the ratio of the raw DC interferogram and a smoothed DC interferogram, are applicable only to near infrared measurements. Spectra in the mid infrared spectral region below 2000 cm$^{-1}$ are generally considered uncorrectable, if they are measured with a MCT detector. Such measurements introduce an unknown offset to MCT interferograms, which prevents the established source brightness fluctuation correction. This problem can be overcome by a determination of the offset using the modulation efficiency of the instrument. With known modulation efficiency the offset can be calculated, and the source brightness correction can be performed on the basis of offset-corrected interferograms.

We present a source brightness fluctuation correction method which performs the smoothing of the raw DC interferogram in the interferogram domain by an application of a running mean instead of high-pass filtering the corresponding spectrum after Fourier transformation of the raw DC interferogram. This smoothing can be performed with the onboard software of commercial instruments.

The improvement of MCT spectra and subsequent ozone profile and total column retrievals is demonstrated. Application to InSb interferograms in the near infrared spectral region proves the equivalence with the established correction scheme.

1 Introduction

Ground-based solar absorption Fourier Transform infrared (FTIR) spectrometry (Zander et al., 1983; Goldman et al., 1988; Rinsland et al., 1991) has been established as an accurate and precise method for the detection of trace gases in the atmosphere (Notholt et al., 2003; Velazco et al., 2005). FTIR spectrometry is used by the Network for the Detection of Atmospheric Composition Change (NDACC, 1991) and the Total Carbon Column Observing Network (TCCON, 2005) for the worldwide observation of trace gases.

The accuracy and precision of trace gas concentrations retrieved from FTIR spectra depend on the stability of the light source during the measurement (Beer, 1992; Notholt et al., 1997) since intensity fluctuations can distort the fractional line depth in FTIR spectra (Keppel-Aleks et al., 2007). This distortion of the fractional line depth is due to an additional apodisation which results from the variable source intensity and distorts the instrumental line shape (ILS). Variations in the source brightness caused e.g. by clouds decrease the accuracy and precision, but cannot always be avoided. Thus, one aim of the NDACC and TCCON networks is to reduce the impact of source brightness fluctuations (SBFs) on FTIR spectra by applying a correction to the spectra following the measurements.

The idea of SBF correction was primarily published by Brault (1985) and was recently picked up by Keppel-Aleks et al. (2007). In general, a SBF correction can be applied on Fourier Transform DC interferograms. The measured raw interferogram $I_{\text{raw}}$ is reweighted by the corresponding smoothed interferogram $I_{\text{smooth}}$ in terms of

\[
I_{\text{corr}} = \frac{I_{\text{raw}}}{I_{\text{smooth}}}
\]  

The reweighting compensates the intensity fluctuations during the measurement and adjusts the modulation height in the interferogram (Fig. 1).
Keppel-Aleks’ et al. (2007) analysis is focused on the near infrared spectral region measured simultaneously with an InGaAs diode and a Si diode detector. Their full SBF correction is integrated into the software called “slice-ipp” (developed at the Jet Propulsion Laboratory, Pasadena, CA, USA), and the smoothed interferogram $I_{\text{smooth}}$ is generated by high-pass filtering in three steps: (1) taking a fast Fourier Transformation (FFT) of the raw DC interferogram, (2) applying a spectral filter to the Fourier Transform removing all interferometric modulation, and (3) taking a second FFT of the filtered Fourier Transform. In their analysis they show that the precision and accuracy of CO$_2$ total column concentrations can be improved by the application of a SBF correction to spectra in the near infrared spectral region (3800–15 750 cm$^{-1}$).

However, the application of a SBF correction to spectra in the mid infrared spectral region (700–3800 cm$^{-1}$) for the analysis of many important trace gases, such as O$_3$, is reasonable. Between 3800 cm$^{-1}$ and 2000 cm$^{-1}$ FTIR spectra are measured with an InSb detector. Below 2000 cm$^{-1}$ FTIR spectra are usually measured with a photoconductive MCT (mercury-cadmium-telluride) detector. Spectra measured with such a MCT detector are generally considered uncorrectable (Griffith and de Haseth, 1986; Rao, 1992); during the measurement process the MCT is applied with a constant voltage which adds an unknown offset $O$ to the measured DC interferogram (Fig. 2). A preamplifier circuit diagram can be found in Fig. 6. The unknown offset perturbs the SBF correction method (Eq. 1) since the reweighting of the raw interferogram with the smoothed interferogram now amplifies the modulation by an incorrect ratio. Thus, the unknown offset has to be removed prior to a SBF correction.

Removing the unknown offset is essential to allow for a SBF correction of MCT interferograms. However, a procedure to determine the unknown offset has not been published so far. Thus, MCT interferograms have not been corrected for SBFs in previous studies.

In Sect. 2 we present a solution to remove the unknown offset in MCT-DC interferograms allowing MCT spectra for an application of source brightness fluctuation correction. We present a method of source brightness fluctuation correction which is independent of the used detector and can, thus, be applied to spectra in the whole infrared spectral region.

In Sect. 3 we study the impact of source brightness fluctuation correction on MCT spectra. We further investigate the influence of SBF correction on the retrieval of O$_3$ profiles and total column concentrations. In addition, we test our SBF correction method by comparing it to the method presented by Keppel-Aleks et al. (2007) based on the example of CO$_2$ total column concentration measurements in Bialystok, Poland.

### 2 Method

The offset in MCT interferograms can be removed in two ways. In the first case, we measure the modulation efficiency

\[ M = \frac{A}{B - O} \]  

of the instrument (Fig. 2) using an InSb detector and a small optical filter (bandwidth: 1900–2700 cm$^{-1}$). In Eq. (2) $A$ is the AC signal intensity and $B$ is the DC signal intensity plus the offset. The measurement is repeated with the MCT detector using the same filter and optical settings. Thus, we can assume that the modulation efficiency is the same for both detectors,

\[ M_{\text{InSb}} = \frac{A_{\text{InSb}}}{B_{\text{InSb}}} = \frac{A_{\text{MCT}}}{B_{\text{MCT}} - O} \]

and the offset can then be calculated as

\[ O = B_{\text{MCT}} - \frac{A_{\text{MCT}}}{M_{\text{InSb}}} \]
The variables $A_{\text{MCT}}$ and $B_{\text{MCT}}$, both need to be determined in the vicinity of the interferogram’s centerburst to avoid errors in the offset due to a change in the source brightness. Since the offset is dependent on the modulation efficiency of the instrument, the modulation efficiency has to be determined regularly to avoid errors in the offset due to a change in the instrument alignment.

The second way to remove the offset in MCT interferograms can be applied to a pair of interferograms which is measured directly in series, if both centerbursts differ in their intensity due to SBF (Fig. 2). The modulation efficiency in each interferogram must be equal,

$$M_{\text{MCT}} = \frac{A_{\text{MCT}1}}{B_{\text{MCT}1} - O} = \frac{A_{\text{MCT}2}}{B_{\text{MCT}2} - O} = M_{\text{MCT}}$$

and the offset is calculated as

$$O = \frac{A_{\text{MCT}2} \cdot B_{\text{MCT}1} - A_{\text{MCT}1} \cdot B_{\text{MCT}2}}{A_{\text{MCT}2} - A_{\text{MCT}1}}$$

This method is independent of the alignment of the instrument in comparison to the first method.

For the SBF correction (Eq. 1) all operations can be performed within OPUS (version 6.5), the standard Bruker spectroscopy software. $I_{\text{raw}}$ is measured with the OPUS measurement procedure, the offset is subtracted from the raw interferogram using the OPUS calculator, $I_{\text{smooth}}$ is generated by a direct smoothing of $I_{\text{raw}}$ with the OPUS running mean function, and the reweighting is again performed by the OPUS calculator. The procedure is independent of the used detector, and it can be applied automatically and instantaneously together with the measurement process. The smoothing is accomplished by applying twice a running mean with a data point window of 1000. The choice of the data point window is not critical as long it does not affect the modulation frequencies. Here, a reasonable lower boundary for the window size is 500 data points.

Admittedly, the OPUS running mean function still ignores datapoints at the edges of $I_{\text{raw}}$, and thus, the reweighting is inaccurate there. However, this problem is of no great consequence for the procedure; in forward-backward scans the edges of the interferogram are only of importance for the phase correction (Brault, 1987; Chase, 1982), and the phase correction can be adjusted by slightly reducing the phase resolution. In single scans the problem can be avoided by minimally reducing the resolution and phase resolution of the measurement.

In Sect. 3 DC interferograms are compared to SBF-corrected interferograms and AC interferograms. The AC interferograms are numerically deduced by subtracting the smoothed interferogram from the raw interferogram within OPUS.
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Figure 3 shows the SBF correction of a solar absorption FTIR interferogram measured with the 120/5M spectrometer using...

3 Results

Solar absorption FTIR spectra are obtained by a Bruker IFS 120/5M and a Bruker IFS 125HR Fourier Transform spectrometer. The IFS 120/5M was applied during a field campaign aboard research vessel (RV) Sonne in 2009. Here, the problem of SBF had to be addressed in particular since the campaign was planned as a North-South transit from Japan to New Zealand crossing over the tropics, where an increased appearance of clouds was expected. By default the 120/5M measures in AC mode, but was adjusted to measure in DC mode with all detectors (InGaAs, Si, InSb, MCT) for the whole infrared spectral region. Measurements in the mid infrared spectral region were performed using a photoconductive MCT detector at low signal intensity in order to avoid non-linearity effects. The IFS 125HR is based in Bialystok, Poland, and measures in DC mode only for the near infrared range ($3800–15\,750\,\text{cm}^{-1}$) with an InGaAs diode and a Si diode detector. The spectral coverage of each individual detector used in the IFS 125HR and the IFS 120/5M during solar absorption measurements is shown in Table 1.

3.1 MCT

Figure 3 shows the SBF correction of a solar absorption FTIR interferogram measured with the 120/5M spectrometer using...
Table 1. Spectral range of different detectors used during solar absorption measurements with the 120/5M and 125HR instrument.

<table>
<thead>
<tr>
<th>Detector</th>
<th>MCT</th>
<th>InSb</th>
<th>InGaAs</th>
<th>Si</th>
</tr>
</thead>
<tbody>
<tr>
<td>120/5M</td>
<td>600–1500 cm$^{-1}$</td>
<td>1800–4500 cm$^{-1}$</td>
<td>3800–11000 cm$^{-1}$</td>
<td>10000–15750 cm$^{-1}$</td>
</tr>
<tr>
<td>125HR</td>
<td>–</td>
<td>–</td>
<td>3800–11000 cm$^{-1}$</td>
<td>10000–15750 cm$^{-1}$</td>
</tr>
</tbody>
</table>

Fig. 4. Influence of SBF correction on the retrieval of O$_3$ profiles and total column concentrations. Left: Three MCT, DC interferograms with and without the influence of SBF. Center: O$_3$ profiles retrieved from the corresponding AC and SBF-corrected spectra. Right: O$_3$ total column concentrations.

For the SBF correction the offset in the MCT-DC interferogram has to be removed. Following the first method (Eq. 4) the offset is calculated as $O = 0.546519$ using a modulation efficiency of $M_{\text{InSb}} = 87\%$ measured with the InSb detector. Following the second method (Eq. 6) the offset is calculated as $O = 0.548764$ in excellent agreement to the first method (deviation of 0.41%).

Following the removal of the offset the SBF correction with OPUS can be applied. Thereby, the phase resolution was reduced from 4 cm$^{-1}$ to 4.7 cm$^{-1}$ according to Sect. 2. The correction compensates the intensity fluctuations and reweights the interferometric modulation visible in the equalized heights in both interferograms (Fig. 3c).

The corresponding spectra of the AC interferogram and the SBF-corrected interferogram are shown in Fig. 3d. The procedure corrects spectral errors visible e.g. in the spectral range between 990 cm$^{-1}$ and 1070 cm$^{-1}$. Here, a variety of spectral lines are generally saturated. However, the AC spectrum shows a strong oversaturation in this range due to the incorrect expression of the line depth caused by the source brightness fluctuations. This effect is corrected in the SBF-corrected spectrum. The residual plot in Fig. 3e shows the difference between the AC spectrum and the SBF-corrected spectrum. Deviations of up to $\approx 4\%$ are revealed.

The influence of SBF correction on the retrieval of trace gas concentrations is demonstrated in Fig. 4 based on the example of O$_3$ retrieved from MCT-DC spectra. Three interferograms are shown which were measured in series within one hour. The first interferogram was measured under clear sky conditions, the second and third interferogram were measured under the influence of SBF (Fig. 4, left). All three interferograms show the typical MCT offset which is removed for the SBF correction using the first method with a fixed modulation efficiency of $M_{\text{InSb}} = 87\%$.  

The retrieval of O₃ profiles and total column concentrations was accomplished in each case for the AC and the SBF-corrected spectrum using the retrieval software SFIT2 (Rinsland et al., 1998). For the retrieval of O₃ the standard NDACC microwindow (1000–1005 cm⁻¹) was used. Since the measurements were performed within one hour, it can be assumed that the O₃ concentrations have not significantly changed during this time period.

In Fig. 4 (center) three measurements of O₃ profiles are shown. The first one was performed under clear sky conditions, whereas the second and the third one were performed under the influence of SBF. In the first case, the O₃ profiles of the AC spectrum (AC) and the SBF-corrected spectrum (SBF-corr) are identical showing that the SBF correction has no influence on undisturbed spectra. In the second case, under the influence of SBF the O₃ profile from the AC spectrum differs from the first case. In contrast, the O₃ profile from the SBF-corrected spectrum equals the undisturbed profiles in case one. In the third case, the influence of SBF is more obvious. The AC-O₃ profile strongly differs from the original profile. However, the O₃ profile from the SBF-corrected spectrum equals the undisturbed cases.

The impact of SBF can also be seen in the O₃ total column concentrations (Fig. 4, right). In the undisturbed case, the total column concentrations of the AC spectrum and the SBF-corrected spectrum are identical (deviation of 0.13 %). In the second and third case, the AC total column concentrations differ from the undisturbed case with a deviation of 1.74 % and 6.73 %, respectively. The SBF-corrected total column concentrations, however, equal the undisturbed concentrations with a negligible deviation of 0.41 % and 0.54 %, respectively.

Based on the three examples in Fig. 4 we now study the impact of errors in the determination of the offset on the retrieval of O₃ total column concentrations. In Table 2 the total column concentrations of O₃ (and their percentage deviations to the AC reference value) for the three examples and for different applied offsets are presented. In the undisturbed case (1) the offset does not affect the O₃ retrieval. However, the impact of errors in the offset on the retrieval increases

<table>
<thead>
<tr>
<th>Example</th>
<th>Offset</th>
<th>$O = O_{\text{offset}}$</th>
<th>$O = 0.54$</th>
<th>$O = 0.53$</th>
<th>$O = 0.52$</th>
<th>$O = 0.51$</th>
<th>$O = 0.50$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>0.5455</td>
<td>6.6966 (0.13 %)</td>
<td>6.6959 (0.13 %)</td>
<td>6.6955 (0.12 %)</td>
<td>6.6951 (0.11 %)</td>
<td>6.6948 (0.11 %)</td>
<td></td>
</tr>
<tr>
<td>(2)</td>
<td>0.5470</td>
<td>6.7166 (0.43 %)</td>
<td>6.7243 (0.54 %)</td>
<td>6.7308 (0.64 %)</td>
<td>6.7363 (0.72 %)</td>
<td>6.7411 (0.80 %)</td>
<td></td>
</tr>
<tr>
<td>(3)</td>
<td>0.5468</td>
<td>6.6234 (0.96 %)</td>
<td>6.5732 (1.71 %)</td>
<td>6.5347 (2.29 %)</td>
<td>6.5042 (2.74 %)</td>
<td>6.4795 (3.1 %)</td>
<td></td>
</tr>
</tbody>
</table>

In the second (2) and third (3) case. Large errors in the offset (8.5 %) lead to an error of up to 3.1 % in the total column concentration. Small errors in the offset determination on the other hand do not significantly change the total column concentrations (an error of 1.3 % in the offset in case (3) leads to an error of less than 1 % in the total column concentration).

### 3.2 InGaAs

In Sect. 2 the source brightness fluctuation correction method used in this study to correct MCT interferograms after the removal of the offset was presented. This correction method is based on Eq. (1) which describes the reweighting of the DC interferogram following Brault (1985). Keppel-Aleks et al. (2007) used the same equation as a basis for their correction. However, the realization of the reweighting differs.

Interferogram offsets are not an issue in Keppel-Aleks et al. (2007). However, beyond the feasibility of offset-correction our method differs from the method in Keppel-Aleks et al. (2007) also with respect to the numerical implementation of the low-pass filtering. In order to prove the validity of our method, we compare our implementation to the method in Keppel-Aleks et al. (2007) using InGaAs measurements since their method is not applicable to MCT measurements.

In Keppel-Aleks et al. (2007) the smoothed interferogram $I_{\text{smooth}}$ is generated in the spectral domain within the self-made program slice-ipp by applying a Fourier transformation

![Fig. 5. Comparison of $x$CO₂ total column concentrations from uncorrected (+), slice-ipp corrected (○), and OPUS-corrected (*) spectra.](image-url)
to the raw interferogram and cutting of the low frequencies in the corresponding spectrum. Here, the smoothing is performed in the interferogram domain by applying the standard Bruker OPUS smoothing function directly to $I_{\text{raw}}$. Using the Bruker software OPUS for the correction has two advantages compared to the method presented in Keppel-Aleks et al. (2007). First, the commercially available spectroscopic software OPUS is used which is by default applied by most of the NDACC and TCCON stations. Second, it can easily be applied to different spectral regions with different measurement parameters in contrast to slice-ipp, which is custom-tailored to the TCCON near-infrared spectral region and can not readily be used for the correction of the mid-infrared spectral region.

Due to the differences in both methods we test the method presented in this study by comparing our SBF correction method to the method presented by Keppel-Aleks et al. (2007) based on the example of CO$_2$ total column concentration measurements in Bialystok, Poland, in April 2009. These CO$_2$ measurements are subject to the TCCON requirements which require a high precision of 0.1%. The comparison is therefore suitable for a quality test of the correction method since errors in the correction method will be reflected in the precision of the measurement.

The CO$_2$ measurements were performed according to the TCCON standard with a 125HR spectrometer in single-scan mode. Likewise, the CO$_2$ retrieval was accomplished following the TCCON approach (microwindows: 6220 cm$^{-1}$, 6339 cm$^{-1}$) using the retrieval software GFIT (Wunch et al., 2010; Toon et al., 1992).

The comparison contains three kinds of spectra (Fig. 5): uncorrected spectra, SBF-corrected spectra according to Keppel-Aleks et al. (slice-ipp SBF-corr), and SBF-corrected spectra according to the method presented here (OPUS SBF-corr). For the OPUS SBF correction the spectra were modified as discussed in Sect. 2; the resolution was reduced from 0.014 cm$^{-1}$ to 0.0141 cm$^{-1}$ and the phase resolution was diminished from 4 cm$^{-1}$ to 4.7 cm$^{-1}$. For generating $I_{\text{smooth}}$ the OPUS smoothing function is applied twice with a data point window of 1000.

Figure 5 shows the xCO$_2$ total column-averaged dry air mole fraction (Messerschmidt et al., 2010; Washenfelder et al., 2006) for Bialystok, Poland, in April 2009 for all three cases. All three cases agree well within the intervals where the measurements are not influenced by SBF (Fig. 5, white background). In the intervals where the spectra are influenced by SBF (Fig. 5, grey background) the precision of the CO$_2$ total column concentrations decrease for uncorrected spectra. SBF-corrected spectra, following Keppel-Aleks et al. (2007), show an improvement in the precision resulting in a similar precision as for undisturbed spectra. The CO$_2$ total column concentrations from the spectra corrected with the SBF correction method presented here show the same improvement in the precision.
4 Conclusions

We showed a source brightness fluctuation correction method for solar absorption Fourier Transform infrared spectra which is independent of the detector and wavelength and can be used for a correction of the whole infrared spectral region. We tested our source brightness fluctuation correction method by comparing it to the method used within the TCCON network (Keppel-Aleks et al., 2007) based on the example of CO$_2$ total column concentration measurements. We found an improvement in the precision of CO$_2$ total column concentrations identical to the TCCON approach.

Spectra in the spectral region below 2000 cm$^{-1}$ measured with a MCT detector were previously considered uncorrectable due to an unknown offset in the interferogram. We presented a solution to remove the unknown offset in MCT interferograms allowing MCT spectra for an application of source brightness fluctuation correction.

We showed a source brightness fluctuation correction applied on MCT spectra which improves the quality of the spectra in terms of signal to noise ratio and spectral errors resulting in an improved retrieval of O$_3$ profiles and total column concentrations.
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