The CU ground MAX-DOAS instrument: characterization of RMS noise limitations and first measurements near Pensacola, FL of BrO, IO, and CHOCHO
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Abstract. We designed and assembled the University of Colorado Ground Multi AXis Differential Optical Absorption Spectroscopy (CU GMAX-DOAS) instrument to retrieve bromine oxide (BrO), iodine oxide (IO), formaldehyde (HCHO), glyoxal (CHOCHO), nitrogen dioxide (NO2), and the oxygen dimer (O4) in the coastal atmosphere of the Gulf of Mexico. The detection sensitivity of DOAS measurements is proportional to the root mean square (RMS) of the residual spectrum that remains after all absorbers have been subtracted. Here we describe the CU GMAX-DOAS instrument and demonstrate that the hardware is capable of attaining RMS of $\sim 6 \times 10^{-6}$ from solar stray light noise tests using high photon count spectra (compatible within a factor of two with photon shot noise).

Laboratory tests revealed two critical instrument properties that, in practice, can limit the RMS: (1) detector non-linearity noise, RMS$_{NLin}$, and (2) temperature fluctuations that cause variations in optical resolution (full width at half the maximum, FWHM, of atomic emission lines) and give rise to optical resolution noise, RMS$_{FWHM}$. The non-linearity of our detector is low ($\sim 10^{-2}$) yet – unless actively controlled – is sufficiently large to create RMS$_{NLin}$ of up to $2 \times 10^{-4}$. The optical resolution is sensitive to temperature changes (0.03 detector pixels °C$^{-1}$ at 334 nm), and temperature variations of 0.1°C can cause RMS$_{FWHM}$ of $\sim 1 \times 10^{-4}$. Both factors were actively addressed in the design of the CU GMAX-DOAS instrument. With an integration time of 60 s the instrument can reach RMS noise of $3 \times 10^{-5}$, and typical RMS in field measurements ranged from $6 \times 10^{-5}$ to $1.4 \times 10^{-4}$.

The CU GMAX-DOAS was set up at a coastal site near Pensacola, Florida, where we detected BrO, IO and CHOCHO in the marine boundary layer (MBL), with daytime average tropospheric vertical column densities (average of data above the detection limit), VCDs, of $\sim 2 \times 10^{13}$ molec cm$^{-2}$, $8 \times 10^{12}$ molec cm$^{-2}$ and $4 \times 10^{14}$ molec cm$^{-2}$, respectively.

HCHO and NO$_2$ were also detected with typical MBL VCDs of $1 \times 10^{16}$ and $3 \times 10^{15}$ molec cm$^{-2}$. These are the first measurements of BrO, IO and CHOCHO over the Gulf of Mexico. The atmospheric implications of these observations for elevated mercury wet deposition rates in this area are briefly discussed. The CU GMAX-DOAS has great potential to investigate RMS-limited problems, like the abundance and variability of trace gases in the MBL and possibly the free troposphere (FT).

1 Introduction

Tropospheric halogen species, such as bromine oxide (BrO) and iodine oxide (IO), are of great interest to the emerging debate over the inter-relationships between air quality (Stutz et al., 2002) and climate change since they can destroy tropospheric ozone (O$_3$), which is both toxic and a greenhouse gas; can affect the partition of Nitrogen Oxides (NO$_x$) and Hydrogen Oxides (HO$_x$); may play a role in oxidizing gaseous elemental mercury (GEM, Hg$^0$) to gaseous...
oxidized mercury (GOM, Hg\(^{2+}\)); and, for IO, can form new particles and/or add to the growth of pre-existing particles that may have adverse health effects and can have the potential to cool climate. The detection of halogen oxides, in particular BrO, can pose experimental challenges. For instance, the detection of tropospheric BrO is very difficult due to its relatively low concentrations and its background abundance in the stratosphere. Whereas BrO radicals are typically about ten times as abundant as bromine atoms, both species are in a rapid photochemical steady state. BrO and bromine atoms are very reactive, and are rapidly lost by reaction with oxygenated volatile organic compounds (OVOCs), such as formaldehyde (HCHO) and glyoxal (CHOCHO), HO\(_2\) radicals, NO\(_x\), or heterogeneous reactions, e.g., on surfaces, or in sampling lines (Atkinson et al., 2007). This leads to considerable analytical challenges with the sampling of these free radicals from the atmosphere by means of in-situ techniques and results in horizontal and vertical distributions of reactive bromine radicals that are very susceptible to gradients in the concentrations of OVOCs, HO\(_2\), and NO\(_x\). The dependence on reagent gradients poses the question of how representative measurements near ground-level are over the depth of the marine boundary layer (MBL) and throughout the atmosphere. One way to investigate abundance of reactive halogen species is by detecting halogen oxide radicals directly in the open atmosphere using Differential Optical Absorption Spectroscopy (DOAS).

DOAS is a well-established technique (Platt and Perner, 1980; Platt, 1994; Platt and Stutz, 2008) used to identify trace gases by means of their individual differential (i.e., narrow band) absorption structures. In the past, the DOAS technique has been extensively used to measure halogen oxides (Hausmann and Platt, 1994; Hönninger and Platt, 2004; Wagner et al., 2007). Multi-AXis DOAS (MAX-DOAS) is a useful analytical technique that uses scattered sunlight collected at different viewing angles relative to the horizon to measure atmospheric trace gases directly in the open atmosphere (without the need to draw air through any sampling lines). The integrated concentrations of trace gases along each line of sight, termed the Slant Column Density (SCD), are derived using non-linear least-squares fitting of multiple trace gas reference spectra. Each spectrum is analyzed against a user-defined reference spectrum, which removes Fraunhofer absorption lines. In a typical DOAS measurement scenario the reference spectrum is recorded in the zenith viewing direction and at a low solar zenith angle (SZA) in order to minimize the contribution of the reference SCD from that of the analyzed spectrum. This produces a so called differential slant column density (dSCD). If the instrument is ground-based and the telescope is pointed close to the horizon, the increased path length through the surface layer of the atmosphere makes this technique particularly sensitive to trace gases within the boundary layer (Hönninger et al., 2002, 2004). This creates a distinct advantage in the use of MAX-DOAS to probe the marine/coastal boundary layer.

In the DOAS analysis, the residual structure of the fitting procedure is an indicator for the quality of the fit. This is usually expressed by the root mean square (RMS) of the residual’s optical density. RMS of state-of-the-art hardware is typically \(\sim 1 \times 10^{-4}\) or higher (Table 1, also RMS > \(10^{-4}\) for OMI instrument on EOS-Aura, K. Chance, personal communication, 2010; RMS > \(10^{-4}\) for IO analysis of spectra recorded by the SCIAMACHY instrument aboard ENVISAT (Schoenhardt et al., 2008), A. Schoenhardt, personal communication, 2011), i.e., RMS typically does not improve further in accordance with photon-count statistics. The reasons for this have, to our knowledge, as yet not been elucidated. There are several parameters that influence the RMS of the DOAS analysis (Platt and Stutz, 2008) of solar stray light spectra. These can be divided into (1) hardware limitations (caused by non-linear detectors, instrument stray light, dark current, under sampling, instrument drifts, etc.), and (2) limitations in the representation of atmospheric state. The latter combine (2a) numerical limitations (during convolution of reference spectra, uncertainties in the wavelength pixel mapping, asymmetric or wavelength dependent instrument line shapes, analysis parameters) and (2b) limited knowledge about analysis inputs (e.g., spectroscopic parameters of literature cross-sections, wavelength calibration errors, unknown temperature dependencies, missing reference spectra, or imperfect representation of scattering processes (i.e., Ring)). In particular, the choice of the instrumentation used for the measurement can inherently determine the RMS when acquiring the spectra. Imaging spectrometers with longer focal lengths provide more steady projecting properties; larger size array detectors, and larger slit sizes provide for increased light throughput and thus lower photon shot noise, while smaller spectrometer/detector combinations tend to be more sensitive to temperature variations and optical drift. In part because larger focal length spectrometers and larger detector arrays are disproportionally more expensive, the advantages of small practical devices have recently been driving the development of MAX-DOAS hardware; one example of this is the Mini-MAX-DOAS hardware (Hönninger, 2002). Mini-MAX-DOAS devices can be easily operated at remote sites, such as volcanoes (e.g., Bobrowski et al., 2003), with just battery power, or be set up quickly at any site, such as on vehicles (e.g., Ibrahim et al., 2010). However, currently available Mini-MAX-DOAS devices are often limited to RMS \(\sim 10^{-3}\). In order to detect low concentrations of halogen oxide radicals more sophisticated devices are desirable. State-of-the-art DOAS hardware provides for RMS on the order of \(10^{-4}\). Recently, the first measurements with RMS values in the range of \(8 \times 10^{-5}\) have been reported (Frieß et al., 2010) with a very stable instrument in the pristine Antarctic environment. Table 1 lists selected typical MAX-DOAS instruments and a few of their respective properties, including their RMS values. For a comprehensive look at the performance of the currently available MAX-DOAS instrumentation see Roscoe et al. (2010). The limitations on the attainable RMS
values are one of the driving forces preventing the routine measurement of BrO by means of MAX-DOAS. A BrO dSCD on the order of $1 \times 10^{13}$ molec cm$^{-2}$ corresponds to a differential optical density of $8 \times 10^{-5}$; however, even lower dSCD values would still be atmospherically relevant, i.e., for oxidizing mercury, and/or could affect the tropospheric ozone background. Using the calculation of path length based on the O$_4$ dSCD described in Sinreich et al. (2010) and using a typical O$_4$ dSCD of $6 \times 10^{45}$ molec$^2$ cm$^{-5}$ a BrO dSCD of $1 \times 10^{13}$ molec cm$^{-2}$ relates to a mixing ratio of 2–3 ppt BrO. Only small concentrations of bromine atoms (corresponding to <2ppt of BrO) are sufficient to account for the observed levels of Gaseous Oxidized Mercury, GOM (Holmes et al., 2009). Consequently, low RMS measurements (<$10^{-4}$) are a prerequisite to advancing our understanding of the bromine content of the atmosphere. In order to detect the low optical densities characteristic of BrO column abundances, improvements in the RMS values are a limiting factor.

Measurements by the Mercury Deposition Network (MDN) show that the southeastern United States is a region with elevated mercury wet deposition compared with the rest of the country. This cannot be solely attributed to mercury sources to the atmosphere, which are more abundant in other areas, such as the North Eastern United States industrial corridor, or natural sources that are more dispersed. This discrepancy suggests that the high deposition of mercury to the southeast might be due to the conversion of background atmospheric GEM to GOM, the latter of which is then readily wet-deposited. Whether this process would occur in the boundary layer, in the free troposphere (FT), and/or is a combination of both processes, remains unknown. The ATMO-Speclab at the University of Colorado at Boulder (CU) has developed and characterized a high sensitivity Ground-based MAX-DOAS instrument, the CU GMAX-DOAS. Here we describe the instrument, and present, to our knowledge, the first systematic study of the factors limiting RMS values as the photon shot noise (PSN) contribution is reduced to RMS$_{PSN} < 10^{-4}$. We also present a first application of the CU GMAX-DOAS instrument measuring BrO, IO, HCHO, CHOCHO, NO$_2$ and O$_4$ at a coastal site near Pensacola, FL. This coastal site is in close proximity to a MDN station, and the Gulf of Mexico. The CU GMAX-DOAS was developed to investigate the potential role of halogens in mercury oxidation by measuring the relative abundances and vertical distributions of both BrO and IO.

## 2 Instrument description

The CU GMAX-DOAS instrument collects spectra of scattered sunlight between 321.3 and 488.4 nm at different viewing angles, which are then analyzed in order to detect the presence of BrO, HCHO, IO, CHOCHO, NO$_2$, and O$_4$. The instrument consists of a telescope, located outdoors on an elevated platform to collect scattered sunlight, and the spectrometer/electronics rack, which is kept indoors in an air-conditioned lab and has a two stage temperature control; it contains all of the electrical components needed to operate the instrument, as well as the spectrometer and detector. Figure 1 depicts the instrument components along with their placement and a map of the field sites at which it has been located. When comparing different MAX-DOAS hardware (Table 1), the effective slit area, which is the product of the height over which the detector is illuminated and slit width, is a measure of the instrument’s ability to couple in-coming light onto the detector; in this regard, the CU GMAX-DOAS is one of the most light-efficient instruments.
Table 1. Summary of performance capabilities and features of some of the currently reported MAX-DOAS instruments. The notation “n.a.” signifies information that was not available. The RMS values reported are from typical DOAS evaluation windows ranging from 15–40 nm, with the exception of the Pandora Goddard Space Flight Center reference which uses a rather wide window of 130 nm.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>CU GMAX-DOAS¹</td>
<td>Pensacola, Florida, USA</td>
<td>Acton SP2356</td>
<td>&gt; 5.6/110</td>
<td>0.6</td>
<td>2-dimensional CCD detector (PIXIS 400B)</td>
<td>8</td>
<td>0.77</td>
<td>322–488</td>
<td>±0.06</td>
<td>6 × 10⁻⁵, 1.4 × 10⁻⁴</td>
</tr>
<tr>
<td>Mini-MAX-DOAS²</td>
<td>e.g., New England, USA/polluted</td>
<td>Ocean Optics USB2000</td>
<td>0.8/50</td>
<td>0.04</td>
<td>1-dimensional CCD detector (Sony ILX511)</td>
<td>0.014</td>
<td>0.7</td>
<td>290–420, 430–460</td>
<td>±0.2</td>
<td>8 × 10⁻⁴</td>
</tr>
<tr>
<td>Schwample IUP Heidelberg³</td>
<td>Mexico City/</td>
<td>Acton 300</td>
<td>10/150</td>
<td>0.12 (per viewing direction)</td>
<td>2-dimensional CCD detector (Andor DV420-0E)</td>
<td>6.7</td>
<td>0.7</td>
<td>325–460</td>
<td>±0.1</td>
<td>2.4 × 10⁻⁴</td>
</tr>
<tr>
<td>Antarctica IUP Heidelberg³</td>
<td>Antarcica/ pristine</td>
<td>n. a., Yobin Yvon grating</td>
<td>1.7/120</td>
<td>0.16</td>
<td>Photodiode array (Hamamatsu ST904-1024)</td>
<td>2.5</td>
<td>0.5</td>
<td>400–650</td>
<td>n.a.</td>
<td>8.2 × 10⁻⁵</td>
</tr>
<tr>
<td>Pandora Goddard Space Flight Center⁴</td>
<td>Thessaloniki, Greece, and Greenbelt, Maryland, USA</td>
<td>based on an Avantes spectrometer</td>
<td>n.a./50</td>
<td>0.02</td>
<td>1-dimensional Hamamatsu CMOS</td>
<td>0.025</td>
<td>0.42–0.52</td>
<td>265–500</td>
<td>±1</td>
<td>&lt; 5 × 10⁻³</td>
</tr>
<tr>
<td>MD-DOAS Washington State University⁵</td>
<td>Greenbelt, Maryland, USA</td>
<td>Acton SP2356</td>
<td>n.a./100</td>
<td>0.54</td>
<td>2-dimensional CCD (PIXIS-2KBUV)</td>
<td>6.9</td>
<td>0.83</td>
<td>282–498</td>
<td>±2</td>
<td>&lt; 1 × 10⁻³</td>
</tr>
<tr>
<td>Frontier Research Center for Global Change, Japan⁶</td>
<td>Tsukuba, Japan/polluted</td>
<td>miniaturized UV/visible spectrometer (B&amp;W TFE Inc., BTC111)</td>
<td>n.a./10</td>
<td>0.007</td>
<td>1-dimensional CCD (ILX511, Sony)</td>
<td>0.014</td>
<td>0.4–0.55</td>
<td>280–560</td>
<td>n.a.</td>
<td>0.7–1.1 × 10⁻³</td>
</tr>
<tr>
<td>Belgian Institute for Space Astronomy⁶</td>
<td>La Reunion</td>
<td>Acton SpectraPro 275</td>
<td>n.a./n.a.</td>
<td>n. a.</td>
<td>2-dimensional CCD (NTE/CCD-400EB)</td>
<td>8</td>
<td>0.75</td>
<td>300–450 nm</td>
<td>n.a.</td>
<td>about 3.5 × 10⁻⁴</td>
</tr>
<tr>
<td>IUP Bremen⁷</td>
<td>Ny Ålesund, Norway/pristine</td>
<td>Oriel MS 257</td>
<td>n.a./n.a.</td>
<td>n. a.</td>
<td>2-dimensional CCD of the Andor DV 440-BU type</td>
<td>6.9</td>
<td>0.5</td>
<td>325–413 nm</td>
<td>±0.1</td>
<td>about 1 × 10⁻⁴</td>
</tr>
</tbody>
</table>

¹ This work; ² Hönninger, 2002; Sinreich, 2008; ³ Frieß et al., 2004, 2010; ⁴ Herman et al., 2009; ⁵ Irie et al., 2008, 2009; ⁶ Theys et al., 2007; Vigouroux et al., 2009; ⁷ Wittrock et al., 2004; Heckel et al., 2005

2.1 Telescope

The telescope is designed for high light throughput and very low dispersion (cone angle of 0.3°). It is comprised of a motor with housing, a rotating prism with housing mounted to the motor axis, and a lens tube. The outer components are made from black anodized aluminum and are protected by a thin polished aluminum shield in order to reduce solar heating of the telescope (Fig. 1b, c). The rotating prism housing is driven by an Intelligent Motion Systems Inc. MDrive34 Plus motor with internal encoder that is located in the motor housing. The shaft of the motor is attached directly to a custom-made rotating assembly that holds a 5 cm × 5 cm right angle fused silica prism; and an O-ring sealed sapphire window (optical diameter 50.8 mm, 1 mm thick). During measurement, light is collected via the sapphire window on the main face of the prism housing and enters the prism where it is directed onto an f/4 5 cm lens mounted in the opposite direction from the motor onto the prism holder. Both junctions of the prism housing contain two separate O-ring seals to prevent water from entering the prism housing. Additionally, both the prism housing and the lens tube contain small bags filled with silica gel bead drying agent to actively dry the air around the optics and prevent possible condensation on the optical components. The entire prism housing can be rotated 360 degree by changing the motor axis; this rotation defines the elevation angle over which the prism collects light from the atmosphere. The telescope and electronics rack are coupled by optical fibers and electronics cables. The light is focused via the lens tube onto a CeramOptics 10 m × 1.7 mm silica monofiber that is connected to an OceanOptics 5 m fiber bundle consisting of 27 × 200 µm fibers. This fiber bundle is configured in a circular arrangement at the fiber junction and then forms a linear array at the spectrometer end. This end of the fiber bundle is directed onto the slit of the spectrometer, which is set at a width of 110 µm. Two filters; a BG3 and a BG38, were placed inside the lens tube to reduce the amount of visible and near infra red light that could contribute to stray light in the spectrometer, as well as to balance out the light intensity differences between the UV and visible wavelength regions across the detector. The chosen optics maximizes the...
amount of light collected, thus improving the signal-to-noise ratio and time resolution of measurements.

2.2 Spectrometer, CCD detector and electronics rack

The spectrometer, detector and controlling electronics are housed in a standard 19" aluminum instrument rack with modifications to the floor and the lid for added stability. The spectrometer is a Princeton Instruments Acton SP2356i Imaging Czerny-Turner spectrometer with a PIXIS 400 back illuminated CCD detector equipped with UV fluorescence coating. The spectrometer was equipped with a custom 500 grooves mm\(^{-1}\) grating (Richardson, 300 nm blaze angle). This grating gives simultaneous coverage from 321.3–488.4 nm, or a range of 167.1 nm. The quadratic dispersion equation for the wavelength setting here is

\[
\lambda = 321.27 + 0.125(x) - 2.656 \times 10^{-7}(x^2)
\]  

where \(x\) denotes the pixel number, and the linearly approximated dispersion is 0.125 nm pixel\(^{-1}\). The 110 μm wide slit width corresponds to a linearly approximated spectral resolution of \(~0.68\) nm FWHM. This has been experimentally determined by means of fitting a Gaussian function to a mercury atomic line spectrum of the 404.66 nm line to be \(\sim 0.74\) nm. The PIXIS 400B CCD is a UV-optimized two-dimensional array detector with 400 × 1340 pixels. Our software sets the gain of the readout register ADC during CCD initialization. This CCD gain is typically set to the lowest gain value (high capacity mode), which corresponds to a photon-into-count conversion factor of 16; increasing this gain makes the CCD more sensitive but also reduces the pixel well capacity, and thus has the primary effect to shorten integration times to reach a certain saturation level. Notably, the use of the CCD in high capacity mode maximizes the useful well capacity, and minimizes the attainable RMS noise from a single acquisition. For CCD readout, two rows are binned to reduce data volume; we use a readout rate of 2 MHz (readout noise < 16 electrons rms), corresponding to a readout time of 134 ms. The CCD is cooled to \(-70\) °C to reduce dark current. The data acquisition software reads a configuration file that specifies a lower and upper row number for illuminated CCD rows (ROI or “region of interest”), and similarly specifies row numbers for “dark” areas of the CCD chip; the latter are used to characterize background in terms of electronic offset, dark current, background and spectrometer stray light. The offset and dark current correction of measured spectra is similar to Wagner et al. (2004). The spectrometer stray light after these corrections was determined to be below 0.1 % in our setup. It was verified in laboratory tests that under these operating conditions the detector read-out noise and dark current noise are negligible, and RMS noise essentially follows photon counting statistics. The software saves both a background corrected 1-D spectrum, and a full 2-D image. For instrument control, a National Instruments CompactRIO electronics chassis, capacity of up to eight modules, was interfaced with our custom built LabVIEW data acquisition code to provide a framework for tracking and controlling numerous instrument parameters, including voltage monitoring, temperature read-back, solid state relay control for software proportional-integral-derivative (PID) temperature stabilization, and fully integrated communications with the telescope motor, spectrometer and CCD detector.

Additional parameters accessible through the software include: selecting and controlling the CCD target saturation level (which represents the ratio of the counts derived from digitizing a spectrum divided by the full dynamic range of the 16-bit ADC used to digitize the spectrum) within a selectable wavelength range, setting upper and lower bounds in which the target saturation level is allowed to vary, automatic determination of the proper integration time to adjust the saturation level within these bounds, automatic rejection of saturated spectra prior to the data storage, and fine tuning the PID parameters used for temperature stabilization of the electronics rack housing as well as the spectrometer. During the software determination of the integration time based on the user defined saturation level inputs, the maximum value from a single pixel from a specified column range on the CCD is used. This allows us to maintain a target saturation level within a specific wavelength range, even if the relative distribution of intensity across the CCD chip is changing its spectral shape due to changing light conditions, allowing us to optimize a measurement to target a particular trace gas (wavelength range) while not losing information about trace gases measured in a different wavelength range.

Temperature stability is a key component to consider when designing and building MAX-DOAS instrumentation because even small fluctuations can result in changes in instrument properties, such as line shape and dispersion of the spectrometer, and dark current noise in the detector. In order to maintain a stable temperature, the spectrometer was fitted with insulating foam and a small heating foil controlled by a PID loop in the LabVIEW software. Two temperature sensors (Omega PT100 high precision RTDs, accuracy –1/10 DIN, read out noise: 0.003 °C peak to peak) were placed on the instrument, one on the bottom near the heating foil to provide feedback for the PID loop, and one on the top of the instrument to provide information about the temperature gradient over the spectrometer chassis. Additionally, the rack was fitted with an external housing that provided insulation between the inside of the rack and the ambient air. The top of this housing was equipped with 6 single-stage peltier cooling units, used to stabilize the temperature inside the rack. The peltiers are controlled by a series of heavy duty solid state relays that are triggered by a signal received from a PID controlled solid state relay as part of the NI cRIO. With these measures in place, during normal operation, the sensor closest to the heating foil was stable within 0.005 °C, while the sensor atop the instrument varied by 0.06 °C over an 8 h period. During this time the rack temperature was stable to within \(-0.8\) °C while ambient temperature varied by more...
than 6 °C. While the detector and fiber mounting hardware are contained within the secondary temperature stabilization unit, they are not necessarily in thermal equilibrium with the spectrometer, and their temperature is controlled to within the range of temperature variations as measured by the second temperature sensor on the spectrometer, and that inside the instrument rack.

3 Laboratory characterization of the CU GMAX-DOAS

The following section describes laboratory experiments to assess spectral drift in the wavelength-pixel mapping, changes in the slit function as a function of temperature, optical resolution across the detector, detector non-linearity, and signal-to-noise levels.

3.1 Temperature sensitivity tests

To test the temperature sensitivity of the instrument, atomic line spectra from a PenRay Mercury-Ar Argon lamp were recorded at five different temperatures ranging from 27 °C to 40 °C. The lines at 334.15 nm (~pixel 104), 404.66 nm (~pixel 667), and 435.84 nm (~pixel 918) were chosen to characterize the shifts (changes in the line center position) and changes in line shape over this temperature range. These three lines were chosen to characterize the spectral projection in the center position of the CCD detector (404 nm line) and off-center of the CCD detector. Tests were performed by first allowing the spectrometer to stabilize for ~1 h at the desired temperature and then recording the line spectra using the Hg-Ar lamp. The spectra were then analyzed by fitting a Gaussian line shape profile to each of the atomic lines (IgorPro, Wavemetrics). The center position and line width parameters derived from the fitting procedure were used to determine both shifts and line broadening as a function of parameters derived from the fitting procedure were used to determine both shifts and line broadening as a function of temperature, optical resolution across the detector, detector non-linearity, and signal-to-noise levels.

3.2 Effect of line-shape broadening on RMS

Table 2 illustrates the effect of line shape broadening on the RMS values obtainable during a DOAS fitting procedure. The effect of line shape broadening was determined by convoluting a literature Fraunhofer spectrum (Kurucz et al., 1984) with Gaussian shaped calculated line-shape functions that differed in FWHM by the number of pixels as given in Table 2. The convoluted Fraunhofer spectrum was then divided by a Fraunhofer spectrum convoluted using a reference line shape width (here 0.79 nm). These tests were conducted in two wavelength ranges as illustrated in Table 2. Since the slit temperature is somewhat buffered by the heat capacity of the spectrometer, its stability is expected to be nearer to the stability of the instrument (~0.06 °C) than that of the rack (0.8 °C peak to peak variations), but it is most likely somewhere between these values. The rack temperature variations showed oscillations with a period of ~30 min that followed variations in the room temperature of ~7 °C, and appeared to be driven by the period at which the room air conditioning (AC) would turn ON/OFF; our second stage temperature control reduced the amplitude of room temperature variations by a factor of ~10 inside the rack. We estimate the instability of our slit temperature, ΔT_{slit}, as the 1-sigma temperature variability of 10 min averaged rack temperature variations (i.e., assuming a 10 min time constant of the slit to respond to rack temperature changes). Over the course of a day ΔT_{slit} was 0.054 °C (1-sigma) for periods when the AC was OFF and 0.21 °C (1-sigma) when the AC unit was ON. Based on Table 2 we expect the attainable RMSFWHM of our instrument to range from <1×10^{-5} to 5×10^{-3} (0.054 °C, representative of 80% of the data) and 5×10^{-5} to 1.8×10^{-4} (0.21 °C, 20% of the data), with larger numbers expected in the UV region of the spectrum.

3.3 Shift characterization

The numerical uncertainty with which different reference spectra can be mapped onto a common wavelength pixel relation during the non-linear least square analysis of DOAS spectra depends on the absolute accuracy of the wavelength calibration of literature cross-sections. In order to assess the effect of shift error on the RMS, a solar spectrum was copied and one of the copies was systematically shifted by the amounts shown in Table 3 and then the spectra were divided. The solar spectrum used was created by co-adding a series of spectra collected at an elevation angle of 80°. Five hundred and sixty spectra, each with an integration time of 5 s, were co-added leading to a final spectrum with a total

<table>
<thead>
<tr>
<th>Difference (pixels)</th>
<th>Difference (nm)</th>
<th>RMSFWHM</th>
<th>RMSFWHM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.24×10^{-1}</td>
<td>1.50×10^{-2}</td>
<td>2.5×10^{-2}</td>
</tr>
<tr>
<td>0.1</td>
<td>1.24×10^{-2}</td>
<td>1.81×10^{-3}</td>
<td>3.07×10^{-3}</td>
</tr>
<tr>
<td>0.01</td>
<td>1.24×10^{-3}</td>
<td>1.84×10^{-4}</td>
<td>3.13×10^{-4}</td>
</tr>
<tr>
<td>0.001</td>
<td>1.24×10^{-4}</td>
<td>1.84×10^{-5}</td>
<td>3.14×10^{-5}</td>
</tr>
<tr>
<td>0.0001</td>
<td>1.24×10^{-5}</td>
<td>1.83×10^{-6}</td>
<td>3.12×10^{-6}</td>
</tr>
<tr>
<td>0.00001</td>
<td>1.24×10^{-6}</td>
<td>1.40×10^{-7}</td>
<td>2.38×10^{-7}</td>
</tr>
</tbody>
</table>
Fig. 2. Characterization of the spectrometer/detector system with respect to temperature changes. (A–C) Spectral line shape as a function of temperature for 334 nm, 404 nm, and 435 nm, atomic emission lines of an Hg–Ar lamp. (D) Spectral shift of atomic lines as a function of temperature. (E) Difference in the full width at half the maximum of the line shapes as a function of temperature.

Table 3. Calculated RMS noise as a function of shift imprecision for two wavelength ranges.

<table>
<thead>
<tr>
<th>Shift (pixel)</th>
<th>Range</th>
<th>430–470 nm</th>
<th>RMS</th>
<th>330–370 nm</th>
<th>RMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1.24 × 10^{-2}</td>
<td>1.69 × 10^{-3}</td>
<td>2.49 × 10^{-3}</td>
<td>1.24 × 10^{-2}</td>
<td>1.69 × 10^{-3}</td>
</tr>
<tr>
<td>0.01</td>
<td>1.24 × 10^{-3}</td>
<td>1.69 × 10^{-4}</td>
<td>2.49 × 10^{-4}</td>
<td>1.24 × 10^{-3}</td>
<td>1.69 × 10^{-4}</td>
</tr>
<tr>
<td>0.001</td>
<td>1.24 × 10^{-4}</td>
<td>1.69 × 10^{-5}</td>
<td>2.49 × 10^{-5}</td>
<td>1.24 × 10^{-4}</td>
<td>1.69 × 10^{-5}</td>
</tr>
<tr>
<td>0.0001</td>
<td>1.24 × 10^{-5}</td>
<td>1.69 × 10^{-6}</td>
<td>2.49 × 10^{-6}</td>
<td>1.24 × 10^{-5}</td>
<td>1.69 × 10^{-6}</td>
</tr>
<tr>
<td>0.00001</td>
<td>1.24 × 10^{-6}</td>
<td>1.69 × 10^{-7}</td>
<td>2.49 × 10^{-7}</td>
<td>1.24 × 10^{-6}</td>
<td>1.69 × 10^{-7}</td>
</tr>
</tbody>
</table>

integration time approaching 50 min. This many spectra were used in order to obtain a high photon count in the final spectrum for this test. The shift error effect on RMS was determined to be independent of number of photons of the spectrum. The wavelength regions between 430–470 nm and 330–370 nm were used, which corresponds to 323 and 320 pixels, respectively. Table 3 shows that in order to achieve an RMS on the order of 1 × 10^{-4} and 1 × 10^{-5} the shift needs to be determined with an accuracy of ~6 × 10^{-3} and ~6 × 10^{-4} pixels for the 430–470 nm range, and ~4 × 10^{-3} and ~4 × 10^{-4} pixels in the 330–370 nm range.

Notably, the uncertainty in the wavelength calibration of literature cross-sections can become limiting if such low RMS is to be realized, in particular when measuring in the presence of abundant trace gases, for instance NO2 in this study. While the DOAS non-linear least-squares fit allows for a shift in the literature cross-sections relative to the wavelength pixel mapping of the instrument, any inherent inaccuracies in the original wavelength calibration during recording of the literature cross-sections could potentially limit the achievable RMS (see Sect. 4.2).

3.4 Detector non-linearity

The non-linearity of the detector is a critical property with DOAS applications (Stutz and Platt, 2008). Detector non-linearity is particularly important with solar stray light DOAS applications, since it distorts the apparent shape of Fraunhofer lines that are present in the solar spectrum and have to be eliminated accurately in order to make the much weaker atmospheric absorbers visible. Figure 3 presents a theoretical treatment of detector non-linearity for an example solar stray light spectrum recorded with our instrument (Fig. 3a). We simulate the distortion of Fraunhofer lines for a 1 % non-linearity over 100 % saturation, which is typical of state-of-the-art CCD detectors like the one used in this study. Copies of the spectrum were modified (I_{mod}) to reflect recording at 20 %, 40 %, 60 %, 80 % and 100 % saturation, by multiplication with a wavelength dependent factor calculated as I_{mod} = I_0 * (1 - (1 × 10^{-2} * (I_0/100))), where the values in I_0 vary between 1 % and 100 %, thus reflecting a 0.1 % intensity change for every 10 % of detector saturation. The DOAS retrieval program, WinDOAS (Fayt and Roozendael, 2001), was used to process spectra from these and all subsequent tests. The software performs a non-linear least-squares
fit by simultaneously adjusting the optical cross-sections of relevant atmospheric trace gases in the respective wavelength range to the measured spectra. To account for broad band effects (in particular caused by Rayleigh and Mie-scattering) a third degree polynomial was included. The fitting procedure is performed with the logarithm of the spectra (i.e., in optical density space). Additionally, the software can accommodate shifting the analyzed spectra in order to account for spectrometer drifts, which result in differences in the wavelength pixel mapping between the reference and the analyzed spectrum. In some cases a pre-logarithmic linear intensity offset was included to account for stray light. All of these parameters are adjustable via the software interface and can be optimized for different retrievals, such as the tests described here. Figure 3d and e shows residual spectra from the DOAS analysis (two wavelength windows; 345–360 nm and 425–440 nm, and only including combinations of either a Ring cross-section (Chance and Spurr, 1997), a linear intensity offset, neither of these, or both) of simulated spectra with saturation level differences of 80 % (100 % sample, 20 % reference) and 20 % (40 % sample, 20 % reference). The RMS residual is $6 \times 10^{-5}$ and $1.5 \times 10^{-4}$ for 345–360 nm and 425–440 nm, respectively. Illustrated in Fig. 3b and c is the RMS residual structure from the 20 % saturation level difference case, as well as a linear intensity offset fit and a Ring reference cross-section calculated from the reference spectrum. It is clear from the similarity of these spectra that the artifact of distorted Fraunhofer lines due to detector non-linearity is strongly cross-correlated, and will modify the fit coefficient of either of these spectra leading to an artificial reduction in the $\text{RMS}_{\text{NLin}}$. Fitting of a Ring leads to about a factor of 4 reduction in $\text{RMS}_{\text{NLin}}$, yet systematic residual structures remain.

Figure 4 compares the RMS from these simulations (Fig. 4a, c) with the RMS from solar stray light spectra (Fig. 4b, d) that were recorded over a wide range of delta saturations. These tests were comprised of taking near zenith spectra at varying detector saturation levels and testing the effect of analyzing either a spectrum of the same saturation level or one of a different saturation level. For these tests, the integration times for the spectra varied due to the manipulation of the saturation level, but for all spectra the number of photons collected was kept near constant (within a few percent) at $10^{10}$ near the maximum. The wavelength windows used for the analysis of this data were also 345–360 nm and 425–440 nm, but since different solar stray light spectra were used additional reference cross-sections needed to be included in the fit. In the UV window, the included cross-section references were: two O$_3$ references (at different temperatures), a Ring spectrum, and an NO$_2$ reference. In the visible window, the reference cross-sections were the same except only one O$_3$ was used.

If two spectra from the same target saturation are compared the RMS is statistical, and the derived $\text{RMS} = 4 \times 10^{-5}$ and $2 \times 10^{-3}$ for the 345–360 nm and the 425–440 nm ranges, respectively, compares well with the theoretical value of $3 \times 10^{-5}$ and $1.7 \times 10^{-5}$ based on photon counting statistics. However, RMS increases linearly as delta saturation increases, and the linear dependence of $\text{RMS}_{\text{NLin}}$ on delta saturation in the measured data indicates that the detector non-linearity is approximately constant over the full dynamic range of our CCD detector. By comparison of the slope with that from simulations at different detector non-linearities, our detector non-linearity is quantified as $1 \% \pm 0.3 \%$ for 100 % delta saturation at the two wavelengths (reflecting a factor of 2 different saturation levels at 350 nm and 440 nm). The manufacturer specified detector non-linearity is given as <1 % in the datasheet, in marginal agreement with our measured non-linearity. Fitting of an intensity offset gives slightly better $\text{RMS}_{\text{NLin}}$ than fitting of a Ring, yet represents an artificial improvement in RMS. Fitting of both Ring and intensity offset can create strong bias in the fit factors for both spectra. The systematic $\text{RMS}_{\text{NLin}}$ residual structures that remain can be on the order of $10^{-5}$ for large delta saturations in the two spectral ranges studied. At other wavelengths $\text{RMS}_{\text{NLin}}$ is expected to scale with the optical density of Fraunhofer lines.

The limitation in RMS is caused by the shape of Fraunhofer lines and depends on the saturation level at which spectra are recorded. The demonstrated increase in RMS cannot be explained by atmospheric absorbers, which are accounted for in the analysis procedure, and is a strong indication that non-linearities in the detector limit the way that Fraunhofer lines can be characterized with available state-of-the-art CCD detectors. However, Fig. 4 also demonstrates that the distortion of Fraunhofer lines from detector non-linearity is not necessarily a problem that limits DOAS RMS. Only an inconsistent use of the detector causes a limitation, due to the inconsistent characterization of Fraunhofer lines, and gives rise to $\text{RMS}_{\text{NLin}}$ to limit the overall RMS. In order to reduce $\text{RMS}_{\text{NLin}}$ to $<5 \times 10^{-5}$ without the need to artificially reduce RMS by fitting an intensity offset or Ring spectrum, the saturation level of the detector cannot vary by more than 6 % at 440 nm, and not more than 16 % at 350 nm (Fig. 4). The solution implemented in the ATMOSpeclab data acquisition LabVIEW code follows the approach described by Volkamer et al. (2009). In addition to a given target saturation level two additional variables are set, i.e., the upper and lower limit for the target saturation. These provide not-to-exceed bounds close to the target saturation during the acquisition of spectra, i.e., set here to within 5 %. This approach is implemented here in the first field deployment of the CU GMAX-DOAS instrument.
Fig. 3. Assessment of detector non-linearity through simulated spectra. Bottom panel (A) depicts an example spectrum with the wavelength intervals analyzed highlighted with the grey background. Top panel (B and C) demonstrates the spectral cross-correlation between the residual structure due to nonlinearity (solid line, no Ring fit and no offset), the Ring fit (dashed line), and the linear intensity offset (dotted line). Middle panel (D and E) shows the residual of the analyses for the two wavelength intervals for four different simulated scenarios. In (D) and (E), the blue and green lines represent data with a saturation level difference (sample – reference) of 80% and the blue line depicts the results including a Ring spectrum in the fitting window and the green line is the results without including the Ring spectrum. The red and black lines represent the corresponding spectra with a saturation level difference of 20%, where the red line is the fit including the Ring spectrum and the black line does not include the Ring.

3.5 Signal-to-noise tests

The signal-to-noise as a function of the number of photons collected was characterized using our LabVIEW-based processing tool called the Intelligent Averaging Module (IAM)\(^1\). Scattered sunlight spectra were collected in two modes of operation: (mode1) during normal measurements, where a set of eleven different elevation angles each with an integration time of 60 s were scanned during one measurement sequence, and (mode2) during a viewing routine (labelled as field tests) that measured only two elevation angles; 80° (which served as the reference) and 25°, and twenty spectra were taken sequentially at both elevation angles all with 5 s integration times. For all tests, when analyzing spectra in different wavelength regions a line function from each region is chosen to convolute the cross-section reference spectra to help account for differences in line shape across the CCD.

Unless otherwise noted, the WinDOAS settings for all tests included two wavelength regions, between 340–359 nm where BrO is measured and 415–438 nm where IO is measured. The Ring reference was calculated using the DOASIS software (Kraus, 2006) from a spectrum measured with our instrument. In the analysis of the set of data collected during normal operations, a routine was used such that each spectrum was analyzed by a close in time reference spectrum; this helped to accurately characterize and eliminate stratospheric absorbers. A new Ring spectrum was created from each new reference and updated in the analysis. For the field tests, IAM was used in two different ways to process these spectra. The first use included adding a specified number of spectra (in this case 4, 16, and 64 spectra) for the viewing angles and then analyzing the resulting spectrum. For the processing of these spectra, the reference spectrum was created by adding 20 sequential individual 80° spectra (this summed spectrum

---

\(^1\) Intelligent Averaging Module (IAM): Part of the custom built LabVIEW software that allows complex handling and manipulation of the spectra in order to optimize our analysis. This is a powerful tool that allows the user full control over how the data is handled.
Fig. 4. Correlation of simulated (A and C) and experimental (B and D) data testing the non-linearity of our CCD detector at two different wavelengths: 350 nm (A and B) and 440 nm (C and D). Coefficients for linear regressions fit to the data were extrapolated to determine the RMS value corresponding to 100% of the dynamic range of the detector, and these values are listed for the different fit scenarios in each of the panels.

was then used to calculate the Ring reference spectrum. In the second method, ratios were created using two sequential spectra of the same viewing angle, and these ratios were then added together to form the final spectrum that was used in the analysis. In this method, the final spectra were made of the sum of 500 and 1000 ratio spectra. For the analysis of these spectra, no reference was used, the Ring was the same that was used for the first method, and no offset was included. A summary of the cross-section used in each of these analyses can be found in Table 4.

Additionally, tests were done with a tungsten lamp in order to assess the instrument’s performance without the influence of Fraunhofer lines. In these tests, sequential spectra of the same photon count, corrected for dark current and electronic offset, were divided in WinDOAS without including an intensity offset or any other cross-section references and not allowing the spectra to shift. This analysis was performed around the maximum of the tungsten lamp (440–465 nm). The division of two spectra that contained \( \sim 3 \times 10^{11} \) photons each allowed us to achieve an RMS of \( 3 \times 10^{-6} \), which compares very well to \( \text{RMS}_{\text{PSN}} = 2.5 \times 10^{-6} \) based on photon counting statistics.

The results from these tests along with the theoretical noise, based on photon counting statistics, are summarized in Fig. 5. Theoretical noise based on photon counting statistics was calculated according to the equation

\[
\text{RMS} = \left( \frac{1}{N_{\text{ms}}} + \frac{1}{N_{\text{rs}}} \right)^{1/2}
\]

where \( N_{\text{ms}} \) is the number of photons in the measured spectrum and \( N_{\text{rs}} \) is the number of photons in the reference spectrum. Also included in Fig. 5 are results from field measurements of the 155° and 178.5° elevation angles (solid green circles and open green circles, respectively), which typically were in the \( 6 \times 10^{-5} \)–\( 1.4 \times 10^{-4} \) range (red whiskers give statistics of green points) at high photon count. Increasing the numbers of solar stray light photons, the lowest RMS values achieved by the noise tests were \( \sim 1 \times 10^{-5} \) and \( \sim 6 \times 10^{-6} \) in the 340–359 nm and 415–438 nm ranges, respectively. Such low RMS requires acquisition of \( > 10^{10} \) photons and takes \( \sim 40 \)–\( 50 \) min with our light-efficient instrument (Fig. 5). Figure 6 demonstrates that incorporating high light-throughput optics is key to realizing such low RMS in our setup: a single day of data collected in mode2 was analyzed using reference spectra that differed in the time difference to the analyzed data. As the time difference is increased beyond few 10 min, the RMS is observed to increase.

The effect of detector non-linearity has been actively suppressed in these tests by controlling the target saturation level within narrow bounds of 5%. However, the temperature of the slit is expected to vary on a time scale at which heat fluxes equilibrate in our system (few 10 min), and the results in Fig. 6 are generally consistent with variations in the line shape broadening (see Sect. 3.2, Table 2). We conclude that the effect of line shape broadening is most likely to explain the empirical observation of increasing RMS with increasing time difference between two spectra (Fig. 6), though other factors may contribute as well.
Fig. 5. Comparison of experimental and theoretical RMS noise vs. photon counting statistics for data collected between 3 March and 25 May 2010, July 2010, and April 2011. (A) For the BrO evaluation range (340–359 nm). (B) For the IO evaluation range (415–438 nm), except for the laboratory tests with a tungsten lamp which were analyzed between 440–465 nm. Horizontal lines indicate typical RMS values of other MAX-DOAS instruments: (red dashed line) Mini-MAX-DOAS ($10^{-3}$ RMS); (blue dotted line) research grade MAX-DOAS ($10^{-4}$ RMS). Actual field measurement data is depicted for the 155° and 178.5° viewing angles, (solid light green circles and open dark green diamonds, respectively) from the spring 2010. Field tests from the July 2010 period are depicted with the blue markers. Light blue indicates only co-added spectra (155° elevation angle): 4 spectra (squares), 16 spectra (triangles), and 64 spectra (diamonds). Dark blue indicates co-added ratio spectra (155° elevation angle): 500 ratios (hourglasses); 1000 ratios (triangles pointing up and to the left). The laboratory tests are the red diamonds. The theoretical noise for all the measurement scenarios are the gray horizontal line and the light blue horizontal line. The light blue lines were calculated with a fixed count number for the reference, which was $4 \times 10^9$ photons, while the grey line was calculated assuming the same number of photons in the analyzed and reference spectrum. The red horizontal lines represent the median values for the field measurements with the whiskers containing the 25th and 75th percentile. The top x-axis reflects typical integration times to collect the corresponding number of photons (on bottom x-axis) for this instrument, which was calculated based on a typical value for the 60 s data of $8 \times 10^8$ and $3 \times 10^9$ photons in the UV and visible regions, respectively.

4 Field measurements of halogen oxides

The CU GMAX-DOAS instrument was deployed at two different field sites in the coastal panhandle of Florida during 2009–2010 (Fig. 1d). It operated at the first site, the South Eastern Aerosol Research (SEARCH) network site Operation Landing Field #7 (OLF) (Hansen et al., 2003), from March to May 2009. The current measurement site is a US Environmental Protection Agency (EPA) facility in Gulf Breeze, FL (~10 km southeast of Pensacola, FL). The site is located ~1 km from the ocean and there is a large bay area ~4 km to the North. The instrument has been operating at this site for the time periods May–September 2009, March–May 2010, and July 2010–February 2011.

4.1 Measurement results

At the inland site OLF, we measured NO$_2$, O$_4$, CHOCHO, and HCHO on a regular basis and IO on a few select days. BrO was never detected above the detection limit, likely because both NO and NO$_2$ readily react with BrO, forming reservoir species that can build up in the presence of high concentrations of NO$_x$. Hence, the instrument was moved at the end of May 2009 to the EPA site located in Gulf Breeze, FL. At the coastal EPA site, the following viewing angles from ground level with respect to the northern horizon were applied: 0.8°, 1.5°, 3.8°, 10°, 25°, 80°, 155°, 170°, 176.2°, 178.5°, and 179.2° and each elevation angle utilized a fixed integration time of 60 s. These measurements allowed us to measure both to the north over the bay between Pensacola...
and Gulf Breeze and to the south over the Gulf of Mexico. Measurements from 10 weeks at the EPA site (period from 11 March through 25 May 2010) are further discussed here.

During this spring 2010 period the instrument measured 54862 individual spectra (∼4600 full sequences of elevation angles) of which 87 % were recorded at SZA < 80 degrees; an RMS filter (RMS < 4 × 10^-4) was applied to filter outliers (8 % in the HCHO spectral range, 2 % in the CHOCHO spectral range). We detected significant BrO in 0.7 % of the spectra, IO in ∼42 %, HCHO in ∼65 %, CHOCHO in ∼32 %, NO2 in ∼73 %, and O3 in ∼81 %. Figures 7 and 8 show spectral proof for the measurement of these trace gases (Table 4) and Figs. 9 and 10 depict time series of the dSCDs for these trace gases from the period between 3 April and 8 April 2010. For all absorbers other than BrO, the detection limit was taken as the 2-sigma noise, which roughly corresponds to 6 times the DOAS fit error (Stutz and Platt, 1996). In the case of BrO, an equivalent RMS noise factor was determined to encompass >98 % of the negative values for each elevation angle, this factor was used to determine the detection limit. These factors varied between 1.5 and 2.1 times the RMS noise. The average detection limits were approximately 3 × 10^{13} molec cm^{-2}, 1.3 × 10^{13} molec cm^{-2}, 4.9 × 10^{15} molec cm^{-2}, 4.1 × 10^{15} molec cm^{-2}, and 1.5 × 10^{15} molec cm^{-2} for BrO, IO, HCHO, CHOCHO, and NO2 respectively.

For IO the measured dSCD decrease with increasing elevation angle. We conclude that IO is mostly located in the MBL. Similarly, most BrO appears to be located in the MBL, but the split in dSCD with elevation angle is less clear. As expected, for both gases the majority of significant data was measured from the southern facing elevation angles suggesting that the coastal or open ocean air masses tend to be more enriched in the halogen oxides relative to those over the land. Radiative transfer calculations were performed in order to determine air mass factors (AMFs) to convert the measured dSCDs into VCDs, but it was found that due to uncertainty in the vertical distribution of these trace gases that using a geometric approximation was sufficient. So, using geometric AMFs to convert dSCDs from the 25° (over land) and 155° (over ocean) viewing angles to tropospheric VCDs we calculate daytime (SZA < 80°) average VCDs of significant data as ∼2 × 10^{13} molec cm^{-2} for BrO, and ∼8 × 10^{12} molec cm^{-2} for IO. HCHO, CHOCHO, and NO2 were also observed in the MBL with daytime average VCDs of ∼1 × 10^{16} molec cm^{-2}, ∼4 × 10^{14} molec cm^{-2}, and ∼3 × 10^{15} molec cm^{-2}, respectively.

Field studies (Peleg et al., 2007; Lindberg et al., 2002), laboratory studies (Donohoue et al., 2006), quantum calculations (Goodsite et al., 2004; Cremer et al., 2008; Balabanov et al., 2003; Tossell, 2003), and modeling studies (Holmes et al., 2006, 2009; Selin et al., 2007) consistently suggest

### Table 4. Summary of the cross-sections used for each of the different analysis settings during this study.

<table>
<thead>
<tr>
<th>Cross-Sections</th>
<th>Summary of analyses</th>
</tr>
</thead>
<tbody>
<tr>
<td>O3 T = 223 K</td>
<td>a, b, c, d, e, f, g, h, i, j</td>
</tr>
<tr>
<td>Bogumil et al. (2003)</td>
<td>a, b, c, g, h, i</td>
</tr>
<tr>
<td>O3 T = 243 K</td>
<td>a, b, c, g, h, i</td>
</tr>
<tr>
<td>Bogumil et al. (2003)</td>
<td>a, b, c, g, h, i</td>
</tr>
<tr>
<td>NO2 T = 220 K</td>
<td>g, h</td>
</tr>
<tr>
<td>Vandaele et al. (1997)</td>
<td>a, b, c, d, e, f, g, h, i, j</td>
</tr>
<tr>
<td>NO2 T = 294 K</td>
<td>a, b, c, d, e, f, g, h, i, j</td>
</tr>
<tr>
<td>Vandaele et al. (1997)</td>
<td>a, b, c, d, e, f, g, h, i</td>
</tr>
<tr>
<td>O3 Hermans (2002)</td>
<td>a, b, c, e, f, g, h, i</td>
</tr>
<tr>
<td>IO Hönninger (1999)</td>
<td>d, h, j</td>
</tr>
<tr>
<td>CHOCHO</td>
<td>e</td>
</tr>
<tr>
<td>Volkamer et al. (2005)</td>
<td>a, b, c, g, i</td>
</tr>
<tr>
<td>H2O</td>
<td>d, e, f, h, j</td>
</tr>
<tr>
<td>Rothman et al. (2005)</td>
<td>a, b, c, g, i</td>
</tr>
<tr>
<td>BrO</td>
<td>a, b, c, g, i</td>
</tr>
<tr>
<td>Wilmouth et al. (1999)</td>
<td>a, b, c, g, i,</td>
</tr>
<tr>
<td>HCHO Meller and Moortgat (2000)</td>
<td>a, b, c, g, i,</td>
</tr>
<tr>
<td>Ring</td>
<td>a, b, c, d, e, f, g, h, i, j</td>
</tr>
</tbody>
</table>

a: MAX-DOAS measurements (HCHO range: 337–359 nm); b: MAX-DOAS measurements (BrO range: 340–359 nm); c: MAX-DOAS measurements (O4 range (UV): 352–387 nm); d: MAX-DOAS measurements (O4 range: 415-438 nm); e: MAX-DOAS measurements (CHOCHO range: 434-460 nm); f: MAX-DOAS measurements (O4 range (VIS): 462-485 nm); g: Field tests of summed spectra (340–359 nm); h: Field tests of summed spectra (415-438 nm); i: Field tests of ratioed and summed spectra (340–359 nm); j: Field tests of ratioed and summed spectra (415-438 nm).
that a significant conversion of Hg\(^0\) to Hg\(^{2+}\) and possibly mercury bound to particles (PHg) (Murphy et al., 2006) may be attributed to reactive halogens. Despite the growing evidence supporting the role of halogen species, to date most global mercury models still use OH and O\(_3\) chemistry for the conversion of GEM to GOM (e.g., Bergan and Rodhe 2001; Selin et al., 2007). These models can reproduce the diurnal patterns of GOM but fail to reproduce the amplitude in GOM. This requires that they infer additional oxidants must exist. First attempts to represent bromine chemistry in models (Holmes et al., 2006) resulted in an atmospheric lifetime of GEM against conversion to GOM of 1.4 to 1.7 yr (and possibly as short as 0.5 yr), indicating that oxidation by atomic bromine would be an important and possibly dominant global pathway for oxidation and deposition of atmospheric mercury. Only small amounts of bromine radicals, equivalent to \(<\)2 ppt of BrO are relevant to explain observed trends in GOM (Holmes et al., 2009). Our measurements provide first experimental evidence for the presence of halogen oxides in the marine boundary near Pensacola, FL.

For a systematic characterization of the BrO vertical distribution in the MBL and FT, we propose that further RMS reduction will increase the frequency with which BrO tropospheric column amounts can be detected. However, the height resolution of a ground-based instrument is limited. For BrO located above 6 km altitude, tropospheric and stratospheric BrO become entangled, and the accuracy of tropospheric BrO measurements becomes limited by the need...
Fig. 9. Time series of the dSCDs for BrO, IO, CHOCHO, HCHO, NO$_2$, and O$_4$ between 3 April and 8 April 2010 (times are in UTC). This plot is for viewing directions overlooking the bay area. The large circles for each elevation angle represent statistically significant measurements, while the small dots are measurements that do not meet the significance criteria. The average fit errors from the WinDOAS analysis for these elevation angles were $9.8 \times 10^{12}$ molec cm$^{-2}$, $2.6 \times 10^{12}$ molec cm$^{-2}$, $1.2 \times 10^{14}$ molec cm$^{-2}$, $1.9 \times 10^{15}$ molec cm$^{-2}$, and $1.6 \times 10^{14}$ molec cm$^{-2}$ for BrO, IO, CHOCHO, HCHO, and NO$_2$, respectively.

Fig. 10. Time series of the dSCDs for BrO, IO, CHOCHO, HCHO, NO$_2$, and O$_4$ between 3 April and 8 April 2010 (times are in UTC). This plot is for viewing directions overlooking the open ocean. The large circles for each elevation angle represent statistically significant measurements, while the small dots are measurements that do not meet the significance criteria. The average fit errors from the WinDOAS analysis for these elevation angles were $7.9 \times 10^{12}$ molec cm$^{-2}$, $2.2 \times 10^{12}$ molec cm$^{-2}$, $1.1 \times 10^{14}$ molec cm$^{-2}$, $1.9 \times 10^{15}$ molec cm$^{-2}$, and $1.3 \times 10^{14}$ molec cm$^{-2}$ for BrO, IO, CHOCHO, HCHO, and NO$_2$, respectively.
to make assumptions about a stratospheric BrO profile. A solution to this quandary exists by using Airborne MAX-
DOAS, or MAX-DOAS from high mountain tops, since the MAX-DOAS technique is always maximally sensitive to ab-
sorbers located at or near (within a few km) the instrument al-
titude (Volkamer et al., 2009; Bruns et al., 2004; Heue et al.,
2005). However, ground based halogen measurements by the CU GMAX-DOAS provide cost-effective means to infer the column abundance of halogen oxide radicals, and can present useful constraints for the halogen atom concent-
tration available to destroy tropospheric ozone and oxidize GEM to GOM.

4.2 Discussion of RMS limitations of field
measurements

As is shown in Fig. 5, the CU GMAX-DOAS instrument is capable of RMS noise of $3 \times 10^{-5}$ (440 nm, $4 \times 10^7$ pho-
tons) and $6 \times 10^{-5}$ (350 nm, $1 \times 10^9$ photons) comparing 60 s atmospheric measurements collected at different ele-
vation angles. This is in good agreement (within 20%) with the expected photon shot noise if reference photon noise is considered (comparison to the grey line in Fig. 5). Such low RMS is, however, not reached on a routine basis. RMS typically ranges from $6 \times 10^{-5} - 1.4 \times 10^{-4}$ (440 nm, $4 \times 10^7$ photons), and $8 \times 10^{-5} - 1 \times 10^{-4}$ (350 nm, $1 \times 10^9$ photons), with a slightly higher median RMS at visible wavelengths, but close to $1 \times 10^{-4}$ in both spectral ranges. RMS of $1 \times 10^{-4}$ is reached on a routine basis by our instrument within 10 s at 440 nm, and within 40 sec at 350nm. At longer integration times RMS becomes essentially independent of the number of co-added photons, wavelength range, and de-
deps only weakly on the elevation angle ($5 \times 10^{-5}$ higher for 1.5° vs. 25°), yet – despite higher photon count – is higher at visible wavelengths than in the UV. In the further we discus-
ss whether changing instrument properties or the represen-
tation of atmospheric state are limiting RMS.

For our field data the time difference between a lower elevation angle spectrum and its zenith reference is $\sim 330$ s, i.e.,
significantly shorter than the time difference of $\sim 2000$ s at which the median RMS exceeds $1 \times 10^{-4}$ in Fig. 6. Over such short time scales the RMS $FWHM$ as characterized in Sect. 3.2 (Table 2) is expected to be $< 5 \times 10^{-5}$ at 350 nm, and $< 1 \times 10^{-5}$ at 450 nm, and is not limiting RMS for most of our data. From Sect. 3.4 and Fig. 4, it follows that inten-
sity changes of 12.5% over the course of acquisition of a single spectrum, coupled with a detector non-linearity of 1% causes RMS $NLin$ of $10^{-4}$ at 440 nm. This RMS $NLin$ can be artificially reduced (by a factor of six) from fitting an inten-
sity offset spectrum (slightly less reduction is expected for fitting a Ring spectrum). Our systematic control of tar-
get saturation provides alternative means to systematically eliminate RMS $NLin$ at any target saturation level for practi-
cal purposes. In the measurements depicted in Fig. 5, the target saturation is actively controlled within $\pm 5\%$, i.e., the
maximum possible intensity difference is 10% (actual inten-
sity variations were $\sim 2\%$ for the cases considered here). It
follows from Fig. 4b and d that RMS $NLin$ is $< 7 \times 10^{-6}$ and $< 1 \times 10^{-5}$ for the 345–360 nm and 425–440 nm ranges, re-
spectively (with Offset and Ring being fitted in the analysis of our field data). Based on these findings, and consistent with the RMS $< 10^{-4}$ values that are observed in Fig. 5, we can rule out that RMS $FWHM$ and RMS $NLin$ are factors that limit RMS in our field data.

Given that our instrument is capable of RMS much lower than $10^{-4}$ (Sect. 3.5, Fig. 5) we conclude that our hard-
ware is unlikely the cause for the RMS limitations observed in the analysis of field data. We believe that it must be our repre-
sentation of the atmospheric state that is limiting RMS. These factors could be bound to our limited knowl-
edge of spectroscopic parameters of literature cross-sections (uncertain wavelength calibration, unknown temperature de-
pendencies). In an attempt to bind this uncertainty, we esti-
mate the effect of uncertain wavelength pixel mapping on RMS using the NO$_2$ molecule and our Table 3 as an exam-
ple. The highest wavelength precision is typically achieved by recording laboratory cross-sections using a Fourier Trans-
form Spectrometer (FTS), for which the uncertainty in the wavelength calibration is $\sim 0.05$ cm$^{-1}$ (unless special pre-
cautions are taken to cross-calibrate wavelength against ab-
solute wavelength standards before and after each spectrom-
trometer configuration/beamsplitter change). At 450 nm, or
22 222 cm$^{-1}$, this translates into 0.001 nm uncertainty in the wavelength calibration of the FTS recorded absorption cross-
section spectrum, slightly less at shorter wavelengths. A
typical dispersion of spectrometers used in MAX-DOAS ap-
lications (0.1 nm pixel$^{-1}$), this corresponds to an uncer-
tainty in the wavelength pixel mapping of the convoluted re-
ference spectrum of $\sim 0.01$ pixels at 450 nm. Residual struc-
tures occur if strong absorbers like Fraunhofer lines and NO$_2$ are forced onto identical wavelength pixel mappings. Re-
sults in Table 3 were scaled according to the differences in optical densities, $\delta$, between Fraunhofer lines and NO$_2$. For a NO$_2$ dSCD of $1.5 \times 10^{17}$ molec cm$^{-2}$ the average scaling factor $\delta_{FH}/\delta_{NO_2}$ is 4.3 and 2.6 for the listed Vis and UV wavelength ranges, respectively. This corresponds to a RMS of $4 \times 10^{-5}$ and $1 \times 10^{-4}$ for 0.01 pixel uncertainty, which is in principle comparable to the RMS limitations observed in this work. This NO$_2$ dSCD represents an upper limit of the observed dSCD in our field data. Further, the observed RMS depends only very weakly on the elevation angle in our field data. RMS increases by $\sim 50\%$ comparing 25° and
1.5° elevation angle spectra, for which the air mass factor in-
creases by a factor of $\sim 3$. It thus appears that the RMS lim-
itations are less likely to be caused by numerical limitations in our representation of atmospheric absorbers located in the boundary layer, which would leverage the full air mass factor advantage in the lower elevation angles. More likely, other factors play a role in our setup. Nonetheless, the characteri-
ization of wavelength pixel mapping at an accuracy of better
0.01 pixels seems pre-requisite to lowering RMS further, in addition to high photon counts and stable instruments. The effects described in Sects. 3.1, 3.2, 3.3 and 3.4 are examples that can limit the accuracy at which the wavelength pixel mapping is known, yet do not seem to limit our setup. This is the direct result of the active measures taken to stabilize the temperature of the rack/slit, and to control the target saturation of our detector within narrow bounds.

We cannot rule out that an imperfect representation of scattering processes, i.e., non-linear rotational Ring caused by a combination of aerosol scattering and second order molecular scattering (Langford et al., 2007), or missing reference spectra (i.e., vibrational Raman scattering of N₂ and O₂), are responsible for the higher than expected RMS. Vibrational Raman scattering has been suggested to play a role for zenith sky DOAS measurements of stratospheric absorbers at high SZA (Platt et al., 1997), as well as for liquid water in the oceans (Vountas et al., 2003). Vibrational Raman scattering on gas-phase molecules is today not typically considered in the analysis of MAX-DOAS spectra, which treat only the rotational component of Raman scattering to calculate the Ring reference spectrum (Chance and Spurr, 1997; Vountas et al., 1998; Platt and Stutz, 2008; Wagner et al., 2009). We are unaware of a discussion of vibrational Raman scattering by gas-phase molecules for tropospheric absorbers measured by MAX-DOAS, where in addition to N₂ and O₂ also H₂O could play a role. The Stokes Raman vibrational scattering cross sections of N₂ and O₂ are about 50, and 100 times weaker than their rotational Raman scattering homologues, yet they are 15 times stronger for H₂O (Fenner et al., 1973; Bendtsen, 1974; Penney and Lapp, 1976; Avila et al., 1999, 2003; Brodersen and Bendtsen, 2003). In the tropical marine boundary layer O₂ and H₂O add ∼30 % and <15 % relative to N₂ to the vibrational Raman scattering intensity. Several factors in our data make us believe that the lack of an explicit treatment of the vibrational Raman effect is partly responsible for the RMS limitations that we observe: (1) RMS limitations are only observed when comparing spectra between different elevation angles, but not when comparing solar stray light spectra at the same elevation angle; (2) RMS limitations consistently depend only weakly on the elevation angle, as is expected for a limitation caused by a scattering process, but not necessarily for an absorber; (3) a typical rotational Ring δ ranges from essentially zero to ∼0.006 on a clear day, and the vibrational Stokes Ring δ can thus reach 1.2 × 10⁻⁴. This optical density is comparable to the RMS limit we find near 440 nm; (4) the vibrational Stokes Raman scattering of N₂ (vibrational frequency, ²ων₂ = 2330 cm⁻¹) has the effect to shift a Fraunhofer line located at 398 nm to 438.6 nm (Stokes Raman scattering); in fact, rotation-vibrational Raman scattering will distribute 398 nm photons over the wavelength range from 434 to 444 nm. We observe larger RMS deviations from theory at longer wavelengths (see Fig. 5, and Sect. 3.5). Most likely not a single factor can be isolated to explain our observed RMS at high photon counts. Further studies are needed to leverage the full potential sensitivity of our CU GMAX-DOAS instrument.

5 Conclusions and outlook

The instrument properties and the uncertainties surrounding the RMS limited retrieval of BrO and IO from solar stray light MAX-DOAS spectra were explored. A novel CU GMAX-DOAS instrument is described, and characterized, and found capable of achieving RMS < 10⁻⁵ without any limitations other than photon shot noise in laboratory tests with a tungsten light source, as well as with solar stray light. As a pre-requisite for achieving this low RMS we identified that the detector non-linearity of our state-of-the-art CCD detector, as well as changes in optical resolution due to small temperature variations are two key factors that can limit DOAS evaluations of solar stray light spectra at RMS ∼10⁻⁴. Both factors were addressed and minimized in the design of the CU GMAX-DOAS instrument.

In a first field deployment, the CU GMAX-DOAS instrument routinely achieved RMS in the range of 8 × 10⁻³ < RMS < 1.0 × 10⁻⁴ and 6 × 10⁻³ < RMS < 1.4 × 10⁻⁴ in all elevation angles, and in the 340–359 nm and 415–438 nm ranges, respectively. We present measurements of BrO, IO, CHOCHO, HCHO, NO₂, and O₃. These are the first measurements of BrO, IO and CHOCHO over the Gulf of Mexico, providing direct evidence for the presence these halogen oxides in the MBL. BrO in the MBL indicates the availability of bromine atoms as oxidants for elemental mercury. The relevance of IO in the MBL on the observed elevated mercury wet deposition has been little studied and remains uncertain.

A detailed characterization of RMS noise limitations in our instrument finds that the hardware is not currently limiting RMS at high photon counts. Yet deviations from the expected RMS are observed, and found to be larger in the 415–438 nm range, than at 340–359 nm, despite the higher photon count at the longer wavelengths. The representation of atmospheric state is likely limited by the need to represent vibrational Raman scattering (see Sect. 4.2), though other factors inherent to our retrieval algorithm cannot be fully ruled out. To investigate whether it is numerical limitations inherent to our retrieval algorithm or limited information about external analysis inputs that is currently limiting the representation of the atmospheric state, the operation of our hardware with an active DOAS system (e.g., LP-DOAS or CE-DOAS) without Fraunhofer lines, Ring effect, etc., seems to be promising, see e.g., Thalman and Volkamer, 2010. The CU GMAX-DOAS hardware has the potential to lower the attainable RMS further, with according benefits for instrument sensitivity and atmospheric discovery.
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