Ground-based retrieval of continental and marine warm cloud microphysics
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Abstract. A technique for retrieving warm cloud microphysics using synergistic ground based remote sensing instruments is presented. The SYRSOC (SYnergetic Remote Sensing Of Cloud) technique utilises a \( K_a \)-band Doppler cloud RADAR, a LIDAR (or ceilometer) and a multichannel microwave radiometer. SYRSOC retrieves the main microphysical parameters such as cloud droplet number concentration (CDNC), droplets effective radius \( r_{\text{eff}} \), cloud liquid water content (LWC), and the departure from adiabatic conditions within the cloud. Two retrievals are presented for continental and marine stratocumulus advected over the Mace Head Atmospheric Research Station. Whilst the continental case exhibited high CDNC \( \bar{N} = 382 \, \text{cm}^{-3} \) and small mean effective radius \( \bar{r}_{\text{eff}} = 4.3 \, \mu \text{m} \), the marine case showed low CDNC and large mean effective radius \( \bar{N} = 25 \, \text{cm}^{-3} \), 10th-to-90th percentile \( [1.5-69] \, \text{cm}^{-3} \), \( \bar{r}_{\text{eff}} = 28.4 \, \mu \text{m} \), and small mean effective radius \( \bar{r}_{\text{eff}} = 25 \, \text{cm} \), 10th-to-90th percentile \( [11.2-42.7] \, \mu \text{m} \) as expected since continental air at this location is typically more polluted than marine air. The mean LWC was comparable for the two cases (continental: \( 0.19 \, \text{g m}^{-3} \) minus: \( 0.16 \, \text{g m}^{-3} \)) but the 10th–90th percentile range was wider in marine air (continental: \( 0.11–0.22 \, \text{g m}^{-3} \) minus: \( 0.01–0.38 \, \text{g m}^{-3} \)). The calculated algorithm uncertainty for the continental and marine case for each variable was, respectively, \( \sigma_N = 161.58 \, \text{cm}^{-3} \) and \( 12.2 \, \text{cm}^{-3} \), \( \sigma_{r_{\text{eff}}} = 0.86 \, \mu \text{m} \) and \( 5.6 \, \mu \text{m} \), \( \sigma_{\text{LWC}} = 0.03 \, \text{g m}^{-3} \) and \( 0.04 \, \text{g m}^{-3} \). The retrieved CDNC are compared to the cloud condensation nuclei concentrations and the best agreement is achieved for a supersaturation of 0.1 % in the continental case and between 0.1 %—0.75 % for the marine stratocumulus. The retrieved \( r_{\text{eff}} \) at the top of the clouds are compared to the MODIS satellite \( r_{\text{eff}} \): 7 µm (MODIS) vs. 17 µm (SYRSOC) for continental and marine cases, respectively. The combined analysis of the CDNC and the \( r_{\text{eff}} \), for the marine case shows that the drizzle modifies the droplet size distribution and \( r_{\text{eff}} \) especially if compared to \( r_{\text{eff}}^{\text{MOD}} \). The study of the cloud subadiabaticity and the LWC shows the general sub-adiabatic character of both clouds with more pronounced departure from adiabatic conditions in the continental case than in the marine.

1 Introduction

At the global scale clouds increase the reflection of incoming solar radiation from 15 % to 30 % with an overall forcing of about \(-44 \, \text{W m}^{-2} \). On the other hand, the reduced cloud thermal emission below clear-sky values enhances the cloud greenhouse effect by about 31 W m\(^{-2} \) thus determining a net cooling effect of about 13 W m\(^{-2} \) (Ramanathan et al., 1989). The determination of the global cloud radiative forcing intended as the difference between the radiation budget components for cloudy conditions and clear-sky conditions is a challenging task which remains affected by a large uncertainty. The increase in global surface temperature of 0.6 °C that occurred in the last century corresponds to a change of less than 1 % in the radiative energy balance between short wave (SW) absorption and long wave (LW) emission from the Earth system (Kaufman et al., 2002). Despite the critical role of this energy mechanism, the balance between cooling and warming effect due to LW and SW net fluxes in cloudy regions remains one of the largest uncertainties when assessing the aerosol indirect effect. The fact that the greenhouse effect due to cloud is orders of magnitude larger than the one that would result from a hundredfold increase in CO\(_2\) mixing ratio as well as the fact that hydrometeors size and concentration affect the cloud albedo are amongst the primarily reasons why in the last 50yr studying cloud microphysics became paramount in order to understand climate changes.
Numerical models and observations can improve the knowledge of cloud microphysics both at global and regional scale; especially for the description of cloud formation, numerical simulations at the regional and micro-scale (cloud-resolved scale) permit to resolve with explicit integration schemes the cloud microphysical processes and to assess the aerosol indirect effect. On the other hand, cloud and aerosol observations can either be in situ or remotely sensed. In situ measurements represent typically a reference for the microphysical variables retrieved using ground-based remote sensing instrumentation. The need of references becomes important especially when the microphysics is retrieved by the remote sensing instrumentation using integrated profiles and combined methods based on multiple sensors which introduce a number of assumptions and large uncertainty. In situ observations of cloud microphysical parameters are limited by both the cost of performing the measurements and the availability of the infrastructures. Ground-based remote sensing instrumentation can perform the retrieval of cloud microphysics with cost-effective and continuous measurements. An efficient system of measurements must ensure the operational retrieval of the main cloud microphysics parameters such as cloud droplet number concentration (CDNC), effective radius \(r_{\text{eff}}\), liquid water content (LWC) and the albedo. Indeed, the albedo controls the amount of reflected and absorbed solar radiation and is then responsible for the mechanisms that initiates, maintains or inhibits the global cooling/warming. Alteration of the cloud albedo can occur by anthropogenic action: seeding experiments on marine stratus clouds by controlled release of aerosols (Durkee et al., 2000; Salter et al., 2008; Korhonen et al., 2010) demonstrate the capability to modify the cloud albedo and to alter the cloud forcing at local scales. The cloud albedo is non-linearly related to the cloud thickness, the LWC and the CDNC (Ackerman et al., 2000; Seinfeld and Pandis, 2006). The level of water vapour supersaturation and the number of cloud condensation nuclei (CCN) is also indirectly related to the cloud albedo. In polluted air the number of CCN is supposed to increase rapidly leading to increased CDNC (Twomey, 1977), nevertheless the efficiency in activating CCN into CDNC depends on a number of factors including CCN size, chemical compositions and cloud dynamics (updraft and downdraft). There are instead no evidences of the impact of the entrainment-mixing on the activation process, although recent studies indicate homogeneous and inhomogeneous mixing as depleting mechanism for CDNC formation especially in warm cumuli (e.g. Morales et al., 2011). Several studies in the last two decades showed different methodologies capable to retrieve some microphysical parameters of liquid clouds by means of both independent and synergistic remote sensing instrumentation (Fox and Illingworth, 1997; Dong et al., 1997; Boers et al., 2000, 2006; Liljegren et al., 2001; Dong and Mace, 2003; Illingworth et al., 2007; Turner et al., 2007; Brandau et al., 2010). None of the cited methodologies, however, provide the full set of microphysical parameters (i.e. LWC, CDNC and \(r_{\text{eff}}\)). The state-of-the-art suggests that using synergistic information from passive and active co-located remote sensors can provide sufficient cloud input parameters in order to retrieve cloud microphysics with only a few assumptions. A synergistic suite of remote sensors, namely a \(K_{\pi}\)-band Doppler cloud RADAR, a LIDAR-ceilometer and a multi-channel microwave radiometer (MWR) installed at the GAW Atmospheric Station of Mace Head, Ireland, has been used to provide the input data to the SYRSOC (SYnergistic Remote Sensing Of Cloud) multi-module technique and to retrieve the three primary microphysical parameters from liquid clouds. In addition to the three main microphysical variables, SYRSOC can provide a number of parameters describing the cloud droplet spectral properties (relative dispersion) and cloud degree of subadiabaticity. SYRSOC has been applied to two cases of warm stratocumulus clouds formed in continental and marine air to analyze how the different air masses and aerosol load influence the cloud microphysics in determining CDNC, \(r_{\text{eff}},\) LWC.

2 Site, instruments and cases selection

2.1 The site

Located on the west coast of Ireland, the Atmospheric Research Station at Mace Head (O’Connor et al., 2008), Carna, County Galway is unique in Europe in that its location offers westerly exposure to the North Atlantic Ocean through the clean sector (190°N–300°N) and the opportunity to study atmospheric composition under northern hemispheric background conditions as well as European continental emissions when the winds favour transport from that region. The site location (53°20’N and 9°54’W) is in the path of the mid-latitude cyclones which frequently traverse the North Atlantic. The instruments are located 300 m from the shore line on a gently-sloping hill (4° incline).

2.2 The instruments

The CLOUDNET programme (Ilingworth et al., 2007) has aimed to provide near-continuous and near-real-time cloud properties for both forecasting objectives and for advancing of cloud-climate interactions. CLOUDNET promotes the synergistic retrieval of cloud properties from a combination of three instruments, namely a LIDAR (or a ceilometer), a microwave humidity and temperature profiler and a \(K_{\pi}\)-to \(E\)-band cloud RADAR. The Atmospheric Station of Mace Head is part of the CLOUDNET programme since 2009; data from the Jenoptik CHM15K LIDAR ceilometer (Heege et al., 2010; Martucci et al., 2010a) with 1064-nm wavelength and 15-km vertical range, the RPG-HATPRO (Crewell and Löhner, 2003; Löhner and Crewell, 2003; Löhner et al., 2009) water vapour and oxygen multi-channel microwave profiler and the MIRA36, 35 GHz \(K_{\pi}\)-band Doppler
cloud RADAR (Bauer-Pfundstein and Goersdorf, 2007; Melchionna et al., 2008) are used to retrieve the cloud microphysics using SYRSOC and CLOUDNET.

### 2.3 Case selection

Cases are selected based on SYRSOC requirements, namely: (1) the studied cloud layer must be unique along the atmospheric column to ensure that the MWR-retrieved Liquid Water Path (LWP) belongs entirely to the studied cloud; (2) even though many clouds remain in the liquid state even when they form well above the freezing height (Mason, 1971; Pruppacher and Klett, 1978), the cloud layer should be located no more than 1000 m above the freezing level (\(-6.5^\circ C\) in standard atmosphere) and preferably below it; (3) liquid precipitation (LWP > 1000 g m\(^{-2}\)), must be avoided for a correct interpretation of the MWR data (Löhnert and Crewell, 2003). If they occur, short rain events must be excluded for the microphysical analysis. On the other hand, SYRSOC has no limitations working in drizzle, which represents an advantage when dealing with stratocumulus forming in marine air characterized by large droplets growing fast by coalescence and forming drizzle in most of the cases. Care must be used when studying drizzle clouds in order to include the area with drizzle within the actual cloud boundaries (see Sect. 3.1). In fact, the contribution of drizzle to the total liquid water must be always considered in order to avoid errors in the final calculation of the cloud liquid water content. Based on these requirements two cases of liquid clouds have been selected for which the air masses originated from opposite sectors (Fig. 1): a continental drizzle-free stratiform cloud (28 May 2008) and a marine stratiform cloud with drizzle (10 December 2010). In-situ observations have been used to compare the microphysics retrieved by SYRSOC with satellite \(r_{\text{eff}}\) and CCN sampled at the ground level.

### 3 Physics of SYRSOC

SYRSOC retrieves the microphysics of liquid clouds providing CDNC, \(r_{\text{eff}}\), relative dispersion and LWC. SYRSOC is a three-level algorithm (Fig. 2) acquiring off-line input data from the same suite of instrument as CLOUDNET. At each level SYRSOC generates microphysical outputs which are used for the next computational level: the first level’s outputs consist of the cloud boundaries, the LIDAR extinction and the cloud subadiabaticity. The three outputs are calculated using the reflectivity from the cloud RADAR, the attenuated backscatter from the LIDAR and the temperature and the integrated cloud liquid water from the MWR. The second level’s output is the CDNC from the LIDAR extinction, the cloud depth and the cloud subadiabaticity. The third level’s outputs are the \(r_{\text{eff}}\) and the cloud LWC – both of which are retrieved using the CDNC, the level of cloud subadiabaticity and the droplet size distribution.

![Fig. 1. 72-h backward trajectories (BT) calculated by NOAA HYSPLIT model and based on GDAS Meteorological 1000-m BT on 28 May 2008 (left) and 10 December 2010 (right).](image-url)
physically independent of $S$. However, as the LIDAR return is mathematically divided by $S$, the $S$-error propagates to the extinction and to the other determinations and must be considered when assessing the total uncertainty. In order to use the entire extinction profile to retrieve the CDNC a curve fit is used to regress in least-squares sense the not-fully-attenuated part of the $\sigma$-profile and to extrapolate the $\sigma$-points (and then the CDNC) in the fully-attenuated region (see Sect. 3.4).

3.3 Level 1: subadiabaticity

In adiabatic conditions the LWC increases linearly from the base to the top of the cloud. In order to provide a realistic representation of the liquid water profile through liquid clouds, a subadiabatic function is considered to describe the adiabatic departure at each height $z$:

$$LWC(z) = \frac{4}{3} \pi \rho_w N(z) \langle r^3(z) \rangle = f(z) A_{ad} z \quad (1a)$$

The middle term in Eq. (1a) is proportional to the concentration of cloud droplets $N$ (indicates CDNC in all equations) and to the third moment of the droplets size distribution (DSD). The term on the far-right introduces the subadiabatic function $f(z)$ which depends on the height $z$ on the cloud layer and which modifies the vertical gradient of the adiabatic LWC, $A_{ad}$, by providing the subadiabatic departure along the LWC profile. Different approaches to calculate the departure function $f(z)$ have been suggested in the recent literature (Boers et al., 2000, 2006; Brandau et al., 2010): an expression for $f(z)$ can be set up starting from the far-right term in Eq. (1a) in saturated irreversible pseudoadiabatic conditions:

$$LWC(z) = D \cdot A(z)_{sat} \cdot z \quad (1b)$$

Here, the term $D$ is a correction factor related to the subadiabaticity and whose meaning will become clear with Eq. (2). The term $A_{sat}$ is the vertical rate of change of condensable water during a saturated irreversible pseudoadiabatic process (Iribarne and Godson, 1973; Pruppacher and Klett, 1978) and depends on the temperature vertical profile through the cloud. Combining Eq. (1a) and (1b) we obtain the expression of the departure function $f(z)$:

$$f(z) = \frac{D \cdot A_{sat}(z)}{A_{ad}} \quad (1c)$$

In contrast to the gradient $A_{ad}$, which has a constant value with height, $A_{sat}$ slowly varies with height from cloud base to cloud top and is a function of temperature and humidity. The change in condensable water in saturated conditions is then better represented by $A_{sat} = A_{sat}(T(z), P(z))$ which can be calculated directly using the temperature from the MWR. Numerical derivation of the main parameters involved to calculate the dependence of $A_{sat}$ on the pressure, $P$, and the saturation vapour pressure, $e_s$, can be obtained.
from the parameterizations suggested by, amongst others, Richards (1971) and Rogers and Yau (1989).

In order to obtain $f(z)$, the correction factor $D$ must be determined by integration of Eq. (1b) over the cloud thickness. The measured LWP can then be used to obtain an expression for $D$:

$$\begin{align*}
\text{LWP} &= D \int_{z_b}^{z_t} A_{\text{SAT}}(z) z \, dz \\
&= \left[ A_{\text{SAT}}(z) \int_{z_b}^{z_t} z \, dz \right]_{z_b}^{z_t} \\
&- \int_{z_b}^{z_t} \left( \int z \, dz \right) A'_{\text{SAT}}(z) \, dz \\
&= D \left[ A_{\text{SAT}}(z) \int_{z_b}^{z_t} z \, dz \right]_{z_b}^{z_t} \\
&- \int_{z_b}^{z_t} \left( \int z \, dz \right) A'_{\text{SAT}}(z) \, dz. \tag{2}
\end{align*}$$

SYRSOC inverts Eq. (2) with respect to $D$ between the cloud base ($z_b$) and the cloud top ($z_t$) at each time step. $D$ accounts for the departure of the calculated LWP (right-hand side of Eq. 2) from the measured LWP (left-hand side of Eq. 2). The term $D$ is then a correction factor and accounts for the overestimation ($D < 1$) or underestimation ($D > 1$) of the integrated term $A_{\text{SAT}} \cdot z$ with respect to the instrumental LWP.

### 3.4 Level 2: CDNC

The first microphysical variable retrieved by SYRSOC is the CDNC. The retrieval technique is based on the inherent link between the CDNC, the LIDAR extinction, $\sigma$, and the LWC outlined by Boers and colleagues in 1994, 2000 and 2006. We do not repeat here their calculations but only show the result of their analysis assuming the DSD to be adequately described by a Gamma distribution. Then the number of droplets $N$ at time $t$ and height $z$ above the cloud base ($z_b$) can be written as

$$N(z) = \left[ \frac{\sigma(z)}{\pi^{1/3} Q k_2 \left( \frac{4}{\pi} \rho_w \right)^{2/3} f(z)^{2/3} A_{2}\sigma^{2/3} (z - z_{b})^{2/3}} \right]^3 \tag{3}$$

Here, $\rho_w$ is the density of liquid water; $\sigma$ is the extinction coefficient; $Q$ is the extinction efficiency, which, in Mie approximation of Gamma-type water DSD and for a LIDAR wavelength of 1.06 $\mu$m, can be assumed constant. $Q \approx 2$ (Pinnick et al., 1983). The coefficient $k_2$ is function of the size parameter $\alpha$ of the Gamma distribution which describes the droplet spectrum. It is convenient to adopt the already known and extensively used Gamma distribution (Boers and Mitchell, 1994) to describe the size droplet spectrum for cases of liquid water clouds:

$$n(r, z) = a(z) r(z)^{b} \exp(-b(z) r(z)) \tag{4}$$

where $n$ is the droplet concentration density, $r$ is the radius of the droplets, $b(z)$ is called rate parameter and $a(z)$ is a function of the rate parameter and the Gamma function ($\Gamma(\alpha)$). The values of $\alpha$ depend on the air mass in which the cloud forms and can be parameterized by $\alpha = 3$ and $\alpha = 7$ in marine and continental air, respectively (Miles et al., 2000; Goncalves et al., 2008). Depending on the vertical resolution of the extinction profile a limited number of $\sigma$-points (normally 10–15 points with 15-m resolution) can be used to regress in a least-squares sense Eq. (3) to each extinction profile with $N$ as a free parameter. The model used to fit Eq. (3) is a power-law of type $y = C x^b$ where the independent variable $x$ is the relative height above the cloud base multiplied by $f(z)$ while $N$ is kept constant and embedded into the constant $C$. Figure 3 shows a hypothetical case of cloud layer extending $\sim$300 m above the cloud base. Four representations of extinction profiles are pictured: a LIDAR-retrieved $\sigma$-profile in the not-fully-attenuated region (red crosses), the theoretical LIDAR profile through the cloud layer (black solid), the not-attenuated extinction profile through the entire cloud layer (green dashed) as it could be retrieved by measurements made by particulate spectrometers carried aloft by tethered balloons (e.g. Lindberg et al., 1984) and the extrapolated $\sigma$-points as a result of the $y = C x^b$ curve-fit (blue crosses). The error related to the curve-fit to retrieve $N$ represents a major source of uncertainty, i.e. the extrapolated $\sigma$-points can deviate from the not-attenuated extinction profile through the cloud (difference between the green curve and blue crosses in Fig. 3). Differences of both signs can lead to either underestimated or overestimated values of $N$ producing an uncertainty which propagates to the other microphysical variables (see Sect. 5). Once calculated, the CDNC is assumed to remain constant with height in the region of full attenuation (using the mean value of blue crosses in Fig. 3).
3.5 Level 3: $r_{\text{eff}}$

The second microphysical variable calculated by SYRSOC is the $r_{\text{eff}}$, defined as the ratio of the third to the second moment of the DSD (Frisch et al., 1998, 2000). Fox and Illingworth (1997) found an almost one-to-one relation between the RADAR reflectivity factor and $r_{\text{eff}}$. Based on this relation, $r_{\text{eff}}$ can be expressed as the sixth root of the ratio between the detected RADAR reflectivity and the retrieved CDNC. Following Brandau’s calculations (2010) $r_{\text{eff}}$ can be written as:

$$r_{\text{eff}}(z) = \sqrt[3]{\frac{r(z)^3}{f(z)}} = k_2^{-1} f(z)^{1/3} \left(\frac{r(z)}{Z} \right)^{1/3},$$

$$k_2 = \frac{2^{1/2} (\alpha + 1)^{1/3}}{(\alpha + 2)^{1/3}}.$$  \hfill (5)

Here, the term $k_2$ is the same as in Eq. (3) and expresses the constant relation between the second and the third moment of the DSD. In case of Rayleigh approximation, the relation between $r(z)^6$ and the RADAR reflectivity factor $Z$ [mm$^6$ m$^{-3}$] is:

$$\langle r(z)^6 \rangle = \frac{Z(z)}{64 N(z)}.$$  \hfill (6)

Using the relation between the third and the sixth moment of the DSD (Atlas, 1954; Frisch et al., 1998):

$$\langle r(z)^6 \rangle = \frac{1}{k_6^2 f(z)^2} \left(\frac{r(z)}{k_6 f(z)} \right)^{1/2},$$

$$k_6 = \frac{(\alpha + 3)(\alpha + 4)(\alpha + 5)}{\alpha(\alpha + 1)\alpha + 2)}.$$  \hfill (7)

The coefficient $k_6$ depends also on the shape parameter $\alpha$ and expresses the constant relation between the sixth and the third moment of the DSD.

Then, using Eqs. (5) and (6) and by combining with Eq. (4), $r_{\text{eff}}$ can be written as:

$$r_{\text{eff}}(z) = k_2^{-1} k_6^{-1/2} \left(\frac{Z(z)}{64 N(z)} \right)^{1/6}.$$  \hfill (8)

3.6 Level 3: LWC

The third microphysical variable calculated by SYRSOC is the LWC which can be retrieved, as shown in Eq. (1a), as a function of the third moment of the DSD and the retrieved CDNC. In the approximation of particles larger than the (LIDAR) wavelength, the extinction can be related to the second moment of the DSD by (Boers and Mitchell, 1994):

$$\sigma(z) = 2 \pi N(z) \left(\frac{r(z)^2}{Z} \right)$$  \hfill (9)

By combination of Eqs. (1a), (7) and (8) the LWC [g m$^{-3}$] can be expressed in the form:

$$\text{LWC}(z) = \frac{1}{3} \rho_w N(z)^{-1/2} k_2^{-1} k_6^{-1/2} Z(z)^{1/2} \sigma(z).$$  \hfill (10)

4 Results

All microphysical variables are calculated by SYRSOC and shown in two-panel figures for the continental and the marine cases in the following sub-sections. A table at the end of Sect. 5 summarizes the comparison of the retrieved microphysics with the related uncertainty for the two cases.

4.1 Subadiabatic function $f(z)$

Subadiabatic conditions are mainly determined by entrainment of dry air at the top of the cloud and by mixing of diluted and undiluted air at the cloud base due to updrafts and downdrafts and to precipitation processes. The entrainment at the cloud top enhances the droplets evaporation thus decreasing their average radius; the CDNC at the cloud top can also be depleted by the entrainment. By solving Eqs. (1–2) the subadiabatic function $f(z)$ can be determined and displayed as in Fig. 4 for the case study 28 May 2008 (top panel) and the case 10 December 2010 (bottom panel). For the continental case, the layer-averaged departure function $\bar{f}$ (at the bottom of each panel) shows little variations throughout the duration of the Sc with overall values remaining slightly below 0.1. In the vertical direction, $f(z)$ decreases with height through the cloud as $A_{\text{ad}}$ becomes smaller compared to $A_{\text{sa}}$. During the first part of the Sc (21:30–22:30 UTC) $f(z)$ is in the range 0.05–0.08 ($\bar{f} = 0.063$); correspondingly to the increased cloud thickness during 22:30–24:00 UTC $f(z)$ increases showing values between 0.06 and 0.13 ($\bar{f} = 0.085$).

The bottom panel shows the values of $f(z)$ for the marine case: the Sc can be divided into three parts, from 11:00 to 12:45 UTC, from 12:45 to 13:45 UTC and from 13:45 to 16:00 UTC. The three intervals correspond to the periods over which the cloud is more homogeneous. The overall value of $f(z)$ during the entire event is higher than in the continental case, mainly due to the increased cloud thickness and the reduced entrainment in the inner part of the cloud. During the first and third parts $f(z)$ ranges between 0.1 and 0.4 ($\bar{f} = 0.24$) and 0.1 and 0.3 ($\bar{f} = 0.2$), respectively. During the central part ($\bar{f} = 0.09$) the cloud most likely undergoes significant entrainment and mixing with free-tropospheric air leading to more subadiabatic conditions compared to the other cloud parts. Both $A_{\text{ad}}$ and $A_{\text{sa}}$ are higher compared to the continental case showing that the rate of growth of the adiabatic LWC through the cloud is larger in marine than in continental air. The relative and absolute humidity retrieved by the MWR showed for both cases that the entrainment can reduce the level of supersaturation and initiate the evaporation of cloud droplets while decreasing the amount of liquid water especially at the cloud top.
4.2 CDNC

The results shown in Fig. 5 are obtained using Eq. (3). Continental case: the mean CDNC is 382 cm$^{-3}$, the median is 180 cm$^{-3}$ and the 10th to 90th-percentile range is 9.4–842.2 cm$^{-3}$. The layer-averaged CDNC (black-solid line) has values mainly between 0 and 800 droplets cm$^{-3}$ with peaks at 1200 cm$^{-3}$. The layer- and 7.5-min averaged CDNC (red-dashed line) remains around 500 droplets cm$^{-3}$ during the period when the cloud is thicker (22:45–23:45 UTC). In continental Sc clouds the mean CDNC normally ranges between 300 and 400 cm$^{-3}$ (Miles et al., 2000) leading to small $r_{\text{eff}}$ and brighter clouds. The RADAR reflectivity $Z$ depends on the sixth moment of the droplet size distribution, causing continental clouds with high CDNC and small $r_{\text{eff}}$ to be associated with small $Z$-values. This is confirmed by the low mean reflectivity factor $Z = -44$ dBZ and the low mean LWP = 40 g m$^{-2}$. Drizzle is not present during the period of observation indicating that the coalescence process through the cloud layer is not as efficient as to generate droplets large enough to fall out of the cloud. The layer-averaged CDNC show significant variability at the temporal resolution of 0.5 min while almost all variability disappears reducing the temporal resolution to 7.5 min. The different temporal resolution allows to study the effect of averaging on the indirectly retrieved cloud dynamics. The updraft and downdraft velocity can be derived by the cloud RADAR Doppler velocity that for the continental and the marine cases is on the order of $|0.5|$ m s$^{-1}$ and $|1|$ m s$^{-1}$, respectively. Because the mean cloud depth where the cloud is thicker is $\sim0.5$ km and $\sim1$ km for the continental and marine clouds, this leads to $\sim15$ min for both cases to have the full ascent/descent of an air parcel through the cloud depth. The 7.5-min temporal resolution allows then to observe (where the process can be detected) the cloud dynamics while reducing significantly the noise. The effect of averaging will become even clearer when the retrieved CDNC will be compared to the measured CCN at 10-min resolution (Sect. 4.2.1). The number of droplets remains substantially constant through the central and upper part of the layer with a net increase of CDNC occurring only in the bottom part of the cloud and leading to an average total vertical variability of about 10% (CDNC variability only corresponds to the not-fully-attenuated region, i.e. red crosses in Fig. 3). Conversely, the temporal variability of CDNC is significant (10th to 90th-percentile range of variability corresponds to the 218% of the mean value) and is partially related to the updraft and downdraft cycle within the cloud.

Marine case: Fig. 5b shows the clean marine stratuscumulus with mean CDNC as low as 25 cm$^{-3}$, the median is 10.5 cm$^{-3}$ and the 10th to 90th-percentile range is...
The increased (compared to the continental) cloud vertical extent which includes the area with the drizzle leads to the mean cloud thickness of 687 m (246 m for the polluted). The lowest part of the cloud is the area where only the drizzle drops with very few counts ($\sim 1 \, \text{cm}^{-3}$) are present; the depletion of CDNC in correspondence to the drizzle affects the vertical variability which is as high as 88% (but it drops to 8% if the drizzle region is not considered). The temporal variability is as well considerably high and higher than the continental case, (10th to 90th-percentile range of variability corresponds to the 270% of the mean value). The small number of droplets combined with the presence of drizzle is in agreement with the efficient production of large droplets, also supported by the high mean reflectivity factor $Z = -8 \, \text{dBZ}$.

4.2.1 CDNC-CCN

For boundary-layer clouds like the presented continental and marine cases it is possible to perform an evaluation of the retrieved CDNC by comparing with in-situ measured CCN, notwithstanding the fact that such evaluation is difficult in its own right. In fact, with no in-situ CDNC available, we compared the SYRSOC-retrieved CDNC with the surface-measured CCN ($N_{\text{CCN}}$). The comparison has been performed based on the fact that the boundary layer was well-mixed and that the surface CCN should reproduce well the CCN concentrations at cloud base (O’Dowd et al., 1992, 1999). The CDNC-$N_{\text{CCN}}$ comparison provides a qualitative estimation of the supersaturation (ss) achieved within the cloud. Each ss scan lasts 5 min and, depending on the case, the selected ss values ranged from 0.1–0.25–0.5–0.75–1%.

The outcome of the comparison is shown at 10-min of temporal resolution in Fig. 6 for the continental (left) and the marine (right) case: for both cases the CDNC closely match the $N_{\text{CCN}}$ at one or more ss values. Whilst for the continental case the comparison clearly suggests that the level of ss within the cloud does not exceed 0.1% (i.e. 100.1%), for the marine case the CDNC curve lays between 0.1% and 0.75% ss. The average ss within the continental cloud is lower than the marine cloud suggesting a larger entrainment for the continental case. The lower ss for the continental case can be explained partly by the cloud dynamics and partly by the larger $N_{\text{CCN}}$ that tends to reduce peak ss (Hudson et al., 2010). It should also be noticed that for the marine cloud the derived ss is influenced by droplet removal due to entrainment and coalescence scavenging (drizzle formation). As a consequence, the derived ss is an underestimate of the peak ss reached during the activation phase. The 10-min resolution suggests different reasons for the CDNC variability.
Fig. 6. Continental (left) and marine (right) case: comparison between CDNC and CCN at supersaturation levels of 0.1 %–0.25 %–0.5 %–0.75 %. Temporal resolution is 10 min.

during the retrieval time in the two cases: while for the continental case the 0.1 % ss $N_{CCN}$ is very stable, for the marine case the $N_{CCN}$ at all ss-levels vary up to 300 % of their mean value. The CDNC follow the $N_{CCN}$ changes in the marine case which suggests that the variability does not come from the cloud dynamics. On the other hand, for the continental case, the CDNC show $\sim$30-min timescale variability that could depend primarily on the updraft and downdraft cycle.

4.3 $r_{eff}$

The $r_{eff}$ values shown in Fig. 7 are retrieved using Eq. (7), in the right-hand frames are shown examples of near-adiabatic and sub-adiabatic $r_{eff}$ mean profiles corresponding to relative maximum and minimum of $f(z)$, respectively. Continental case: since $r_{eff}$ depends directly on the RADAR reflectivity factor, in drizzle-free conditions the lowest part of the cloud where the smallest droplets are confined is often not detected by the cloud RADAR. This happens normally with droplets $r_{eff}$ smaller than 2 µm which are found at the cloud base. When, like for this case, the entrainment at the top of the cloud is significant the cloud droplets can partially evaporate due to the lower relative humidity leading to smaller droplets. For this reason in the top panel of Fig. 7 the $r_{eff}$ data are missing immediately below and above the cloud top and base, respectively. The mean $r_{eff}$ is 4.3 µm, the median is 3.95 µm and the 10th to 90th-percentile range is 2.91–6.45 µm. The small mean (and median) effective radius is in agreement with the low value of $\bar{Z}$ discussed in the previous section. Moreover, the low mean LWP ($LWP = 40$ g m$^{-2}$) suggests that not too much water vapour was available for condensation onto the CCN, thus limiting their condensational growth into large $r_{eff}$. The nearly-adiabatic $r_{eff}$ profile shows a constant increase in radius from cloud base to cloud top, on the other hand the sub-adiabatic $r_{eff}$ profile has more irregular vertical trend with a peak at the cloud base probably due to drizzle onset.

Marine case: the mean $r_{eff}$ value is 28.4 µm, the median is 23.6 and the 10th to 90th-percentile range is 11.2–42.7 µm. The very large mean $r_{eff}$ results from including the drizzle $r_{eff}$ in the average, and it is then not representative of the CDNC-weighted $r_{eff}$ distribution. The mean number of drizzle drops is, as stated above, $\bar{N} = 1$ cm$^{-3}$ then a correct measure of the modal $r_{eff}$ must come from CDNC-weighted analysis of the effective DSD. Differently from the continental case, both the near-adiabatic and subadiabatic profiles have a very large peak ($r_{eff} > 40$ µm) corresponding to fully developed drizzle. Compared to the subadiabatic, with approximately 19-µm profile through the cloud, the near-adiabatic profile shows much larger radii through the actual cloud ($40 > r_{eff} > 80$ µm). The trend decreases from base to top of the cloud suggesting that coalescence dominates the $r_{eff}$ during that time interval.

4.3.1 MODIS effective radius

A comparison between SYRSOC-retrieved and satellite-retrieved $r_{eff}$ has been performed for the continental and marine stratocumuli. L2 $r_{eff}$ products from TERRA and AQUA Moderate-resolution Imaging Spectroradiometer (MODIS) satellites have been extracted for the overpasses containing the Mace Head station (53.33° N, 9.9° W). For the continental case (28 May 2008) no overpass was available during the retrieval period 21:30–24:00 UTC; the (temporally) closest overpass was then selected at 12:20 UTC when a similar cloud field was present over Mace Head. The 12:20 UTC TERRA-overpass can be used as qualitative indication of the $r_{eff}$ a few hours later since the air mass did not change and the number of CCN remained fairly constant during the period 12:00–24:00 UTC. Figure 8 shows the two overpasses for the continental (left) and marine (right) case with
highlighted 0.6 × 0.6-degrees box embedding the Mace Head geographical position. The two box-averaged \( r_{\text{eff}} \) values are compared with the mean cloud top \( r_{\text{eff}} \) for the continental and marine cases. The 14:00–14:30 UTC time interval has been selected to compare SYRSOC and MODIS \( r_{\text{eff}} \). In daytime, effective radius from MODIS is calculated from the combination of reflectances in two channels in the very-near infrared, and in the near-infrared. Therefore, the MODIS measurement of \( r_{\text{eff}} \) comes from the cloud emitting region in the very-near and near-infrared (Platnick, 2000). If it is assumed that the dominant region for emission in this band is similar to the region where the cloud is optically thick, then, for the downward observation, this would be the top couple of hundred metres of a liquid layer. The MODIS-retrieved \( r_{\text{eff}} \) would then be more representative of the cloud upper layer and should then be compared with the SYRSOC-retrieved mean \( r_{\text{eff}} \) from the upper 100-m cloud layer. For the continental case, the satellite-retrieved \( r_{\text{eff}} \) was 7 \( \mu \)m to be compared with the upper layer SYRSOC-retrieved \( r_{\text{eff}} \) which was 6.2 \( \mu \)m. The SYRSOC-retrieved \( r_{\text{eff}} \) results from an average over the period when the cloud was optically thicker (22:40–24:00 UTC). For the marine case, the satellite-retrieved \( r_{\text{eff}} \) was 16.2 \( \mu \)m and 17 \( \mu \)m was the upper layer SYRSOC-retrieved \( r_{\text{eff}} \) during 14:00–14:30 UTC.

### 4.3.2 Effective DSD analysis

The vertical profiles of \( r_{\text{eff}} \) show very low degree of variability in the drizzle region and higher within the cloud. The \( r_{\text{eff}} \) vertical variability can be expressed as the ratio of the standard deviation to the mean \( r_{\text{eff}} \) where the variability gives information on the droplet spectral dispersion. Both, the CDNC-weighted \( r_{\text{eff}} \) modal value and relative dispersion are shown in Fig. 9 for both the continental and the marine case. Figure 9 shows the relative dispersion index (Lu and Seinfeld, 2006; Lu et al., 2009), the \( r_{\text{eff}} \) Frequency Distribution (RFD) normalized by the total cloud CDNC and the relation between the available cloud water (in terms of LWP) and the activated particles. The index \( d \) is the ratio of the standard deviation (droplet spectral width) to the mean \( r_{\text{eff}} \) of the cloud DSD:

\[
d = \frac{\sigma_{r_{\text{eff}}}}{\bar{r}_{\text{eff}}} 
\]
Fig. 8. MODIS-TERRA cloud effective radius from 12:20 UTC overpass on 28 May 2008 (left) and MODIS-AQUA cloud effective radius from 14:20 UTC overpass on 10 December 2010 (right). In enlarged frames are shown the 0.6° × 0.6 deg box containing Mace Head Station (53.33° N, −9.9° E).

Continental case: the left panel shows the relative dispersion index $d$ as function of the layer-averaged CDNC. The scatter diagram shows the relative dispersion decreasing with increasing CDNC, i.e. the spectral width of the droplet distribution become narrower when the number of particles increases. The middle panel shows the RFD versus the $r_{eff}$ between 0 and 30 µm. The RFD represents the CDNC-weighted $r_{eff}$ distribution and shows that the modal $r_{eff}^\text{MOD} = 4.7$ µm is almost in a 1:1 relation with $r_{eff}$. The narrow RDF and the correspondence between modal and mean $r_{eff}$ is due to the drizzle-free conditions in which the continental Sc formed, more information will be added to the interpretation of this result after the analysis of the marine case. The right panel shows the Equivalent CDNC, i.e. the ratio between the activated particles and the total amount of liquid water in the cloud (CDNC/LWP). The ratio provides information on the efficiency to generate the CDNC. The relatively high mean Equivalent CDNC (9.94 cm$^{-3}$ g$^{-1}$ m$^2$, dashed horizontal line) gives an alternative representation of the continental conditions in which the cloud formed.

Marine case: in contrast to the continental case, the relative dispersion $d$ does not show correlation with the averaged CDNC. In correspondence with the drizzle the relative dispersion is high suggesting a broad spectral width. The dispersion remains uncorrelated with the CDNC also when the CDNC increases. A reason for that is the low CDNC in the cloud, i.e. the relative dispersion normally starts decreasing for CDNC > 100 cm$^{-3}$ (e.g. continental case), but for the studied marine case the CDNC do not exceed the value of 80 cm$^{-3}$ unless by a negligible fraction of occurrences. In the middle panel it is shown a much broader RDF than the continental case with occurrences over the entire 0–30 µm spectrum and modal $r_{eff}^\text{MOD} = 12$ µm. In contrast to the continental case, the $r_{eff}^\text{MOD}$ (28.4 µm) does not correspond to $r_{eff}$ being twice its value. The departure is due to the marginal (in terms of occurrences) contribution of drizzle to the cloud $r_{eff}$. The right panel shows the Equivalent CDNC which, especially when compared with the continental case, well describes the marine characteristic of the studied Sc with very low equivalent CDNC (0.16 cm$^{-3}$ g$^{-1}$ m$^2$).

4.4 LWC

The results shown in Fig. 10 are obtained using Eq. (9). Continental case: the mean LWC is 0.19 g m$^{-3}$, the median is 0.15 g m$^{-3}$ and the 10th to 90th-percentile range is 0.11–0.22 g m$^{-3}$. In purely adiabatic conditions the LWC would increase linearly with the slope $A_{\text{sat}}$, leading to higher content of liquid water at the cloud top than in subadiabatic conditions (slope $A_{\text{sub}}$). In agreement with the calculated values of $f(z)$, the vertical LWC profiles are subadiabatic during most of the Sc with only short near-adiabatic periods. Top panel of Fig. 10 shows in highlighted frames an example of near-adiabatic and sub-adiabatic LWC mean profiles corresponding to relative maximum and minimum of $f(z)$, respectively. Equation (9) expresses the LWC in terms of both the LIDAR extinction $\sigma$ and the RADAR reflectivity factor $Z$, so that the LWC depends on the optical cloud properties at different wavelengths. The dependence on both Mie and Rayleigh scattering ensures a correct representation of the contribution from both small and large droplets to the LWC.

Marine case: the mean LWC is 0.16 g m$^{-3}$, the median is 0.13 g m$^{-3}$ and the 10th to 90th-percentile range is 0.01–0.38 g m$^{-3}$. Compared to the continental case the mean value is smaller due to the small contribution of drizzle to the total amount of liquid water. Compared to the continental case, the larger cloud depth over which the rising air parcel can grow in liquid water determines a larger peak LWC (0.37 g m$^{-3}$ for the continental and 1.25 g m$^{-3}$ for the marine case).
for the marine case). The larger degree of LWC variability is then responsible for the larger standard deviation ($\sigma_{\text{marine}}/\sigma_{\text{continental}} = 400\%$). Also the overall larger values of $f(z)$ suggests a more efficient LWC growth for the marine case than for the continental. The LWC is indeed showing near-adiabatic growth (bottom panel Fig. 10) and local peaks in correspondence to the $f(z)$ local maxima (11:45–12:15 and 14:10–14:30 UTC). Conversely, during the time intervals when $f(z)$ shows a minimum the LWC peaks are located below the cloud top or even at mid-height between base and top.

5 Error analysis and method sensitivity

An error analysis and method sensitivity study is needed in order to assess SYRSOC. Three assumptions are made on the parameters in Eq. (3): (i) the extinction efficiency coefficient $Q$ at the wavelength 1.064 µm is set to the constant value $Q = 2$ (Bohren and Huffman, 1983); based on the calculations of Nussenzveig and Wiscombe (1980) and Pinnick and colleagues (1983), in the range of droplet radii 1–15 µm, the error introduced assuming constant $Q = 2$, is $\Delta Q = -0.15$ (6.8 %) at 1 µm and $\Delta Q = +0.106$ (4.8 %) at 15 µm. At larger radii the error rapidly drops below 1 %. (ii) The term $k_2$ depends on the exponent of the size parameter of the assumed Gamma distribution which describes the DSD. The value of $\alpha$ depends on the type of air mass and can double from marine to continental air (Miles et al., 2000). Nonetheless, the method is sufficiently stable with respect to the variations of $\alpha$: when $\alpha$ is in the range from 2 to 50 the relative changes in the retrieved CDNC are between 0 and 14 %. (iii) The correction term $D$ in Eq. (2) depends on the rate of change of condensable water during irreversible saturated pseudoadiabatic process ($A_{\text{SA}}$) which in turn, depends on the radiometric cloud base temperature that has an accuracy of ±0.7 K in the first 1000 m. The overall uncertainty on the CDNC due to $A_{\text{SA}}$ can be regarded as systematic and its contribution as large as 6 %. Assuming all the terms in (i)–(iii) as independent, the total contribution to the (maximum) uncertainty is the systematic error $\Delta N_{\text{sys}} = 16.7\%$.

The retrieval of the CDNC using Eq. (3) suffers the uncertainty introduced by the curve-fit regression of the extinction ($\Delta \sigma_{\text{fit}}$) in the region where the LIDAR signal is fully attenuated and by the assumption of the constant LIDAR ratio, $S$. Both errors propagate also to $r_{\text{eff}}$ and LWC determinations. The error introduced normalizing the LIDAR signal by $S$ ($\Delta \sigma_3$) propagates non-linearly first to the extinction’s stable solution (Klett, 1981, Eq. 9) and then to the other microphysical variables. The total uncertainty related the calculation of the extinction can then be written as $\Delta \sigma = \sqrt{(\Delta \sigma_{\text{fit}})^2 + (\Delta \sigma_3)^2}$. The error $\Delta \sigma_{\text{fit}}$ is determined by the goodness-of-fit (GOF); the statistical parameters defining the GOF are the degrees of freedom, the coefficient of
The determination and the root mean square error (RMSE) of the fit, but only the RMSE is retained to determine $\Delta \sigma_{\text{fit}}$.

The other source of uncertainty regards the departure function $f(z)$ calculated as the ratio of the product between $A_{\text{SAT}}$ and the correction term $D$ to the adiabatic rate $A_{\text{ad}}$. The retrieval of the term $D$ depends on the total (integrated) content of water through the cloud and on the cloud thickness. Inverting the integrated relation in Eq. (2) to obtain $D$ it is possible to shelve any dependence of $D$ on the vertical profile of the LWC excluding all a-priori assumption on the value of LWC. Nevertheless, the term $D$ depends on the MWR-retrieved LWP which suffers a maximum ±15 g m$^{-2}$ error. The error on $D$ propagates then to the retrieval of $f(z)$ ($\Delta f$) through Eq. (1c) and finally to $N$ and the other microphysical variables through Eqs. (3), (7) and (9). The total uncertainty introduced by the two sources of statistical ($\Delta \sigma$ and $\Delta f$) and systematic ($\Delta N_{\text{sys}}$) error can be calculated by standard error propagation theory. Based on Eqs. (3), (10) and (12) the relative uncertainties for CDNC, $r_{\text{eff}}$ and LWC are, respectively:

$$\Delta N = \left( \frac{3N}{\sigma} \Delta \sigma \right)^2 + \left( \frac{3N}{f} \Delta f \right)^2 + \left( \Delta N_{\text{sys}} \right)^2 \right)^{1/2}$$  \hspace{1cm} (12)

$$\Delta r_{\text{eff}} = \frac{1}{6} \frac{r_{\text{eff}}}{N} \Delta N$$  \hspace{1cm} (13)

$$\Delta \text{LWC} = \left[ \left( -\frac{1}{6} \frac{\text{LWC}}{N} \Delta N \right)^2 + \left( \frac{\text{LWC}}{\sigma} \Delta \sigma \right)^2 \right]^{1/2}$$  \hspace{1cm} (14)

The CDNC retrievals show the largest uncertainty for both the continental and the marine case. Both $\Delta \sigma$ and $\Delta f$ are assumed to have zero-covariance matrix when they propagate to the other variables. Figure 11 shows the total uncertainty (in %) for the CDNC (upper panel), $r_{\text{eff}}$ (middle panel) and the LWC (bottom panel) for the continental (left) and the marine (right) case, respectively.

For both the continental and marine case, the CDNC is affected by the largest uncertainty with an average value of 42 % (continental) and 49 % (marine). The $r_{\text{eff}}$ has average uncertainty 20 % (continental) and 19.1 % (marine); the LWC uncertainty has values in between the two other retrievals, 18.4 % (continental) and 25 % (marine). The mean value, the uncertainty and statistical variability of each microphysical variable is summarized in Table 1 for the continental and marine case. For each variable the table shows...
Fig. 11. Uncertainty [%] for the CDNC (upper panel), $r_{\text{eff}}$ (middle) and LWC (bottom) for the continental (left) and marine (right) case. Uncertainties are calculated from Eqs. (14–16).
Table 1. For each microphysical variable (1st column) the table shows the mean value $\mathcal{M}$ with the related total uncertainty $\Delta x$ (2nd and 4th column) and the 10th–90th percentile range of variability over the cloud lifetime (3rd and 5th column).

<table>
<thead>
<tr>
<th>Microphysical variable</th>
<th>Continental</th>
<th>Continental</th>
<th>Marine</th>
<th>Marine</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{M} \pm \Delta x$</td>
<td>382 ± 161.58</td>
<td>9.8–842.4</td>
<td>25 ± 12.2</td>
<td>1.5–69</td>
</tr>
<tr>
<td>10th–90th percentile</td>
<td>4.3 ± 0.86</td>
<td>2.9–6.5</td>
<td>28.4 ± 5.6</td>
<td>11.2–42.7</td>
</tr>
<tr>
<td>LWC $\text{[g m}^{-3}]$</td>
<td>0.19 ± 0.03</td>
<td>0.11–0.22</td>
<td>0.16 ± 0.04</td>
<td>0.01–0.38</td>
</tr>
</tbody>
</table>


6 Conclusions

An assessment of the new technique SYRSOC (Synergistic Remote Sensing Of Cloud) has been performed by determining the microphysics of two liquid stratocumulus clouds which formed in continental and marine air masses. The continental event occurred on the 28 May 2008 from 21:30 UTC to 24:00 UTC while the marine occurred on the 10 December 2010 from 11:00 UTC to 16:00 UTC. The mean black carbon concentration (as a proxy for pollution) during the two events was 300 ng m$^{-3}$ and 2.5 ng m$^{-3}$ for the continental and marine event, respectively. The aim of the study is to provide the full cloud microphysics by applying SYRSOC to the synergistic suite of three remote sensors, namely cloud RADAR, LIDAR and MWR installed at the GAW Atmospheric Station of Mace Head, Ireland. For given vertical and temporal resolutions SYRSOC retrieves the three main microphysical variables, namely CDNC, $r_{\text{eff}}$ and LWC at all heights above the cloud base and instants in time. The retrieved CDNC have been compared to the concentration of CCN sampled few meters above the ground level at different supersaturations. The comparison showed good matching between the retrieved number of droplets and the sampled CCN suggesting that the studied boundary-layer stratocumuli had $ss \approx 0.1 \%$ for the continental and $0.1 \% \leq ss \leq 0.75 \%$ for the marine case. A combined analysis of the CDNC and the $r_{\text{eff}}$ showed that whilst in marine conditions the drizzle modified the retrieval of the mean effective radius determining a large mean value (28.4 µm) more than two times larger than the mode $r_{\text{eff}}$ (12 µm), in continental condition the absence of drizzle led to almost 1:1 relation between mean and mode $r_{\text{eff}}$ (4.3 µm vs. 4.7 µm). Moreover, in continental conditions the spectral width of the effective DSD becomes narrower when the droplets concentration increases (dispersion index). On the contrary, the relation between the relative dispersion and the CDNC does not show correlation for the marine case most likely because the very low CDNC ($\bar{N} = 25 \text{ cm}^{-3}$) where the relative dispersion normally starts to decrease for CDNC $> 100 \text{ cm}^{-3}$). The RDF analysis showed that the RDF is mono-modal in both cases with narrow spectral width centred on $r_{\text{eff}}$ in the continental case and broad spectral width in the marine case with an extended tail at the drizzle radii. The mode radius $r_{\text{eff}}$ for the two cases confirms the Twomey theory about the dependence of the DSD on the number of droplets in the cloud. The retrieved $r_{\text{eff}}$ at the top layer of the clouds have been compared with the MODIS satellite $r_{\text{eff}}$ showing good matching: 7 µm (MODIS) vs. 6.2 µm (SYRSOC) and 16.3 µm (MODIS) vs. 17 µm (SYRSOC) for continental and marine cases, respectively.

The study of the departure function $f(z)$ and the LWC profiles shows a general subsdiabatic character of both clouds with more pronounced departure in the continental case due to the shallower cloud depth and the significant mixing with dry tropospheric air.

Finally, an error analysis has been performed to assess the method accuracy. The CDNC retrieval suffers the largest uncertainty compared to $r_{\text{eff}}$ and LWC retrievals. The error-corrected values of the retrieved microphysical variables are for the continental and marine case, respectively, 382 ± 161.58 cm$^{-3}$ and 25 ± 12.2 cm$^{-3}$ for the CDNC; 4.3 ± 0.86 µm and 28.4 ± 5.6 µm for $r_{\text{eff}}$; 0.019 ± 0.035 g m$^{-3}$ and 0.016 ± 0.042 g m$^{-3}$. The retrieved mean values of the microphysical variables are in agreement with the results shown by Miles et al. (2000) for continental and marine stratocumulus clouds.
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