A permanent Raman lidar station in the Amazon: description, characterization, and first results
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Abstract. A permanent UV Raman lidar station, designed to perform continuous measurements of aerosols and water vapor and aiming to study and monitor the atmosphere from weather to climatic time scales, became operational in the central Amazon in July 2011. The automated data acquisition and internet monitoring enabled extended hours of daily measurements when compared to a manually operated instrument. This paper gives a technical description of the system, presents its experimental characterization and the algorithms used for obtaining the aerosol optical properties and identifying the cloud layers. Data from one week of measurements during the dry season of 2011 were analyzed as a mean to assess the overall system capability and performance. Both Klett and Raman inversions were successfully applied. A comparison of the aerosol optical depth from the lidar and from a co-located Aerosol Robotic Network (AERONET) sun photometer showed a correlation coefficient of 0.86. By combining nighttime measurements of the aerosol lidar ratio (50–65 sr), back-trajectory calculations and fire spots observed from satellites, we showed that observed particles originated from biomass burning. Cirrus clouds were observed in 60% of our measurements. Most of the time they were distributed into three layers between 11.5 and 13.4 km a.g.l. The systematic and long-term measurements being made by this new scientific facility have the potential to significantly improve our understanding of the climatic implications of the anthropogenic changes in aerosol concentrations over the pristine Amazonia.

1 Introduction

Amazonia is under continuous and constant changes in land use, with important climatic implications (Davidson and Artaxo, 2004). Aerosol concentrations vary from pristine conditions at very low concentrations to heavy loaded conditions, similar to polluted urban areas, following the seasonal cycle of deforestation and biomass burning (Artaxo et al., 2013). These large biomass burning emissions overlap with continuous urban emissions in regions near large metropolitan areas, such as downwind from Manaus (Kuhn et al., 2010). These high concentrations of aerosols and trace gases play an important role in the atmospheric composition, convection, cloud formation and the precipitation regimes (Andreae et al., 2004; Koren et al., 2012), having been even linked to a delay on the wet season onset (Bevan et al., 2009; Butt et al., 2011). To fully understand the climatic implications of the anthropogenic changes in aerosol concentrations over pristine Amazonia, the vertical distribution of the aerosol optical properties need to be known, with long term measurements coupled with ground based and satellite remote sensing. This is critically important to help understanding the interaction of aerosol particles with clouds in tropical regions (Freud et al., 2008; Feingold, 2003). Clouds and aerosols strongly affect the radiation balance (Forster et al., 2007) and it was shown that in Amazonia the cloud cover and aerosol loading has important impacts in the
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radiation balance as well as in carbon uptake by the vegetation (Oliveira et al., 2007; Cirino et al., 2013).

Measurements of the vertical profile of aerosols in the Amazon region started in the dry season of 1985 during the Amazon Boundary Layer Experiment (ABLE2) campaign (Harriss et al., 1988) when an airborne differential absorption lidar (DIAL) was used. Andreae et al. (1988) found smoke and haze layers up to 5 km, frequently distributed in multiple layers. The first campaign to use a standard aerosol lidar was the Smoke, Clouds and Radiation–Brazil (SCAR-B) campaign (Kaufman et al., 1998). The downward looking lidar onboard the aircraft revealed the spatial structure of plumes with and without cloud activity. Using airborne measurements during the same campaign, Reid et al. (1998) reported a second temperature inversion between 2 and 4 km, corresponding to the top of the convective layer, trapping the aerosol layer below it. These results revealed a very complex aerosol vertical structure, with implications in the vertical temperature profile.

Some intensive campaigns relied only on airborne in situ instrumentation for assessing the vertical distribution. For instance, during the dry season of 1992, the Transport and Atmospheric Chemistry Experiment-A (Pereira et al., 1996, TRACE-A) campaign performed six flights for measuring the vertical distribution of biomass burning aerosol. The maximum particle mass concentration of about 15 000 cm$^{-3}$ was found near the temperature inversions around 2.5 km. The Cooperative Large Scale Biosphere–Atmosphere (LBA) Regional Experiment (CLAIPE-98) was the first large campaign during the wet season and measurements were taken with a Brazilian Bandeirante plane over the northern Amazon (Formenti et al., 2001). Two days with strong impact of Saharan dust aerosols were identified in a layer extending from the ground to 3.5 km. Some measurements showed an unexpected increase of trace gas concentrations above 10 km. Employing back trajectories calculations, Andreae et al. (2001) concluded that it originated from savanna fires further downwind that were vertically transported by deep convection and brought equatorward by the upper level circulation. Analysis of aerosol size distributions indicated a possible formation of new particles near the detrainment zone of deep convection (Krejci et al., 2003). Latter, the LBA – Smoke, Aerosols, Clouds, Rainfall and Climate (LBA- SMOCC) campaign found aerosol scattering increasing with altitude by a factor of 2 to 10, which Chand et al. (2006) attributed to the aging of biomass burning particles. From the same experiment, Guyon et al. (2005) showed that as aerosols are transported above the mixing layer the particle number concentration was reduced by only 20% while the particle size increased. The authors concluded that the transport by non-precipitating shallow clouds was the most important.

The first relatively long-term ground-based lidar observations in the central Amazon took place during the European Integrated Project on Aerosol, Cloud, Climate, Air Quality Interactions, (EUCAARI, Kulmala et al., 2011), and the Amazonian Aerosol Characterization Experiment (AMAZE-08, Martin et al., 2010). From 10 months of observations in 2008, Baars (2011) analyzed 60 wet and 55 dry season days where meteorological and instrumental conditions were optimal. In a more detailed study, Baars et al. (2011) identified both the transport of Saharan dust and/or biomass burning from Africa in 32% of their wet season observations, thus confirming previous findings of sporadic intrusions of Saharan dust (Talbot et al., 1990; Formenti et al., 2001) and African fires (Kaufman et al., 2005). The authors were able to quantify the contribution and compute the aerosol optical depth (AOD) for smoke and biomass burning aerosols separately, showing that at least for half of these cases African biomass burning dominated the total AOD. The long-range transport occurred below 3.5 km, while in clean conditions the biogenic aerosols were found to be trapped below 2 km. Baars et al. (2012) showed that column AOD, the maximum extinction and backscatter coefficients during the dry season were about three times higher than during the wet season of 2008. Moreover, an analysis of biomass burning plumes heights indicated that the convective mixing by pyro or deep cumulus was determinant for the vertical distribution of aerosols, indicating the important role of aerosol-cloud interactions in tropical regions (Boucher et al., 2013).

As can be noted from the previous discussion, the vertical distribution of the aerosol optical properties in the Amazon is known only during limited time periods, therefore not allowing for a climatological perspective as well as a clear picture of the strong seasonality characteristic of tropical regions. To overcome this lack of knowledge, a permanent UV Raman lidar station was implemented in the central Amazon in mid-2011 aiming to study and monitor the vertical distribution of aerosols and water vapor, and also to study the aerosol-clouds interactions. This paper reports on this new instrument, its first measurements of clouds and aerosols taken during a week of intensive operational period in September 2011. The water vapor measurement methods and results will be presented in an upcoming publication. Section 2 gives the system description and discusses its characterization and analysis algorithm is presented in Sect. 3. Section 4 presents the first results. Finally, in Sect. 5 conclusions and future work are discussed.

2 Instrument description and performance

The site is located upwind from the city of Manaus-AM, Brazil, inside the campus of Embrapa Amazônia Ocidental at 2.89° S 59.97° W and 100 m altitude. This new experimental site was implemented in 2011 and planned to run continuously during the next years applying a synergy of different instruments to help understanding the interactions and feedback mechanisms between humidity, convection, clouds and aerosols. It was initially implemented by the FAPESP.
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(Fundação de Amparo a Pesquisa do Estado de São Paulo) project – Direct and indirect effects of aerosols on climate in Amazonia and Pantanal (Artaxo et al., 2013), but also received contribution from FAPESP project – Cloud processes of the main precipitation systems in Brazil: a contribution to cloud resolving modeling and to the GPM = Global Precipitation Measurement Mission (Machado et al., 2014), the project Amazonian Dense GNSS = Global Navigation Satellite System Meteorological Network (Adams et al., 2011) and the Max Planck Institute in Hamburg. Instruments available are UV Raman lidar, ceilometer, sunphotometer, multi-filter radiometer, nephelometer, aethalometer, weather station, disdrometer, vertical pointing rain radar and water vapor column using GNSS. This paper focuses mostly on the characterization and first results obtained with the Raman lidar, further described below. Data from collocated and nearby operational soundings are also used. For the validation of the optical properties derived from the lidar measurements, aerosol optical depth from the collocated Aerosol Robotic Network (AERONET) station (Holben et al., 1998) is used.

The lidar system LR-102-U-400/HP was manufactured by Raymetrics Advanced Lidar Systems, in Greece. It uses a Quantel CFR-400 Nd-YAG laser at 355 nm with 95 mJ per pulse and 10 Hz repetition rate. The beam is expanded by a factor of 4 and final laser divergence is 0.36 mrad. The optical system is bi-axial with a 300 mm separation between the Cassegrain telescope and the laser axis, which is tilted by 0.28 mrad towards the first. The primary mirror of the telescope has 400 mm diameter, while the secondary has 90 mm. Focal length is 4000 mm resulting in a f/10 system. The diameter of the iris used at the focal plane can be changed, allowing the telescope field of view to be adjusted between 0.25 and 3 mrad. The incoming light passing through the iris goes into the detection box. There, a pair of convergent lenses collimates the light into a beam with 8 mm diameter. Three dichroic beam splitters separate the elastic back scattered signal and the inelastic signals due to the Raman cross section of $N_2$ (387 nm) and $H_2O$ (408 nm). Interference filters with 1 nm FWHM before each photomultiplier tube reduce the background noise. For the elastic channel, a neutral density filter is used to attenuate the signal and avoid saturation. Light signals are measured with Hamamatsu R9880U-110 photomultiplier tubes (PMT).

Data acquisition is based on the Licel transient recorder model TR-20-160 manufactured by Lidar Computing and Electronics (Licel) GmbH. This integrated optical detection system combines analog (AN) and single photon counting (PC) measurements. The 12-bit analog to digital converter (ADC) processes data from the 355 and 387 nm signals at 20 MHz, yielding a raw resolution of 7.5 m. The ADC scale can be set to 20, 100 or 500 mV, corresponding to a resolution of 0.005, 0.024 and 0.122 mV. These ADC have a linear response for signals above 5 times the resolution and below 50 % of the scale. Photon counting is performed at 250 MHz for the 355, 387, and 408 nm signals and no dead time correction is necessary for values below 15 MHz. The simultaneous measurement in analog and photon count modes allows extending the dynamical range of the instrument, making it possible to measure from $\sim 500$ m to above 15 km with a single telescope.

Due to the analog to digital converter bandwidth and pipelining, a time delay between the AN and PC is expected. For measuring this delay, 60 profiles with 600 shots each were used. A linear regression between AN and PC data were performed over the linear response region. The left panel of Fig. 1 shows one of such regressions, for a single profile and no delay. The right panel shows, for all 60 profiles, the $R^2$ coefficient from the fitting as a function of the time delay, from $-10$ up to 30 bins. The result indicates a time lag between 9 and 10 bins, i.e., of about 0.475 µs. For simplicity, all AN channels are corrected for a 10 bin delay (0.5 µs).
For extending the linear response of the PC channels above 15 MHz, the measured photon count readings are corrected for pulse pileup effects. For non-paralyzable systems (Whiteman et al., 1992; Knoll, 2010) the correction is

$$C(z, t, \tau) = \frac{N(z, t)}{1 - N(z, t)\tau}, \quad (1)$$

where $N(z, t)$ and $C(z, t, \tau)$ are the uncorrected and corrected photon count rates at time $t$ and range $z$, respectively, and $\tau$ is the dead time. The dead time is estimated as in Newsom et al. (2009) by varying $\tau$ during successive gluing procedures (Whiteman et al., 2006). In this procedure, because AN and corrected PC are linear, the true count rate is approximated by $\hat{C} = a \ AN + b$, where $a(t)$ and $b(t)$ are the gluing coefficients, and $\tau$ is chosen to minimize the residual:

$$J(t, \tau) = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{C(z_i, t, \tau)}{\sigma_i} - \frac{\hat{C}(z_i, t)}{\sigma_i} \right)^2, \quad (2)$$

where $\sigma_i$ is the standard deviation of $C$, calculated as the square root of $C$ and $n$ is the number of points used in the linear fit for the determination of $\hat{C}$. Figure 2 shows an example $J(t, \tau)$ obtained from a single profile for $\tau$ between 1 and 7 ns. This was repeated for 580 one-min averaged nighttime profiles for the elastic and nitrogen Raman channels. $\tau_{\text{min}}$ followed a gaussian distribution, with $\tau_{\text{pmt}#1} = 4.14 \pm 0.11$ ns and $\tau_{\text{pmt}#2} = 3.98 \pm 0.10$ ns, respectively, both in close agreement with manufacturer specification of 4 ns. Therefore, the default value is assumed to be correct for the photon count for the water vapor channel. Figure 3 shows a 20 min average PC example signal before and after the dead time correction. The dashed lines are the percentage difference to the glued signal, assumed to be the true count rate. The difference is negligible below 50 MHz. However, it reaches 5 % at only 125 MHz, showing that it is indeed necessary to combine the AN and PC data to increase the dynamical range of the detection system.

Electronic noise was evaluated by acquiring data during nighttime with the telescope covered. The first and second AN channels showed a constant background noise of about 1.583 ± 0.018 mV and 2.012 ± 0.020 mV, respectively, over the range of interest (< 30 km) for profiles with 100 shots. For these same profiles, the photon count channels showed less than 1 random count per profile within the same range. In general, good signal to noise ratio $(S/N > 5)$ can be found above 15 km depending on the atmospheric conditions. The $\text{N}_2$ channel, 1 min average signals have good $S/N$ up to 15 km but only during nighttime. For the $\text{H}_2\text{O}$ channel, 1 min average signals have good $S/N$ only up to 6 km during nighttime.

The system is fully automated and includes a clock-controlled external shutter to cover the telescope field of view from direct sunlight exposure between 11:00 a.m. and 02:00 p.m. local time (UTC − 4). As a backup system, a 10 mm shutter is positioned just above the iris and kept in its light-blocking position by a coil mechanism. Interlocks are connected to the power supply and to a light sensor inside a small telescope with a $10^\circ$ field of view. The instrument itself is mounted within a special environmental cabinet, including air conditioning and a dehumidifier, due to the harsh environment of Amazonia.

Figure 2. Residual, $J(t, \tau)$, as a function of the dead time, $\tau$, for a sample 1 min profile for the elastic channel is shown on top. The point of minimum indicated in the legend is found by fitting a parabola. The lower panel shows the histogram of the dead times for the same channel obtained from 580 independent 1 min profiles. The average and standard deviation are indicated.
with the operational ones. Both sites used Vaisala RS92-SGP radiosondes. Figure 4 shows collocated minus operational profiles. The legend indicates the time difference in minutes between the two launches. Pressures and temperatures at the lidar site are lower than those at the airport by about 5 hPa and 1 °C on average. For our purposes, however, the important result is that the air density, and hence the molecules number concentration, differ by less than 1 %.

The molecular backscatter coefficient is calculated from the molecular scattering and phase function considering the depolarization factor, $\rho_n$, as

$$\beta_m(\lambda, z) = \frac{\alpha_m(\lambda, z)}{4\pi} \frac{P_{\text{ray}}(\pi, \lambda)}{2 + \rho_n},$$

(4)

where $\rho_n$ for 355 nm and 387 nm is 0.0306 and 0.0299, respectively, which result in molecular lidar ratios of 1.0153 × 8π/3 sr and 1.0150 × 8π/3 sr. The expected elastic return signal from a pure molecular atmosphere can then be calculated as

$$P_m(\lambda_0, z) = \frac{1}{z^2} \beta_m(\lambda_0, z) \exp \left\{ -2 \int_0^z \alpha_m(\lambda_0, z') dz' \right\},$$

(5)

which needs to be scaled by a constant $K(\lambda_0)$ determined by comparison with the background (BG) corrected elastic signal, $P(\lambda_0, z) - \text{BG}$. Both $K(\lambda_0)$ and BG can be found by means of a simple linear regression,

$$P(\lambda_0, z) = K(\lambda_0) \cdot P_m(\lambda_0, z) + \text{BG}.$$  

(6)

For the linear relation to hold, no aerosols can be present in the region selected for the regression. Therefore, only data above 8 km is used, as previous campaigns in the Amazon have shown that the aerosol concentration above this height is negligible (Baars, 2011). This, however, is verified in an interactive approach by calculating the distance between each point and the fitted curve,

$$\delta(z) = \frac{P(\lambda_0, z) - [K(\lambda_0) \cdot P_m(\lambda_0, z) + \text{BG}]}{\sqrt{\chi^2_{\text{red}}}},$$

(7)

where the reduced chi-square, $\chi^2_{\text{red}}$, is used as a measure of the local noise level. Those points where $\delta(z) > 3$ or where the signal to noise ratio is $S/N < 15$ are removed. Both steps are repeated until no more points are excluded.

### 3.2 Aerosol inversions

During the day, the well-known Klett–Fernald (Klett, 1985; Fernald, 1984) method is used to solve the equation for the elastic lidar return signal,

$$P(\lambda_0, z) = \int O(z) \frac{K(\lambda_0)}{z^2} \beta(\lambda_0, z) \exp \left\{ -2 \int_0^z \alpha(\lambda_0, z') dz' \right\},$$

(8)
where \( K(\lambda_0) \) includes all height-independent terms, \( O(z) \) is the overlap function, \( \beta = \beta_p + \beta_m \) is the total elastic backscatter coefficients and \( \alpha = \alpha_p + \alpha_m \) is the total extinction coefficient. Assuming a height independent particle lidar ratio \( \left( L_p = \alpha_p / \beta_p \right) \) and having chosen a reference height, \( z_0 \), where the particle contribution is negligible, i.e., \( \beta_m(z_0) \gg \beta_p(z_0) \), the solution can be conveniently written as:

\[
\beta_p(z) = S(z)T(z, z_0) \left[ \frac{S(z_0)}{\beta_m(z_0)} - 2L_p \int_{z_0}^z S(z')T(z', z_0)dz' \right]^{-1} - \beta_m(z), \tag{9}
\]

\[
T(z, z_0) = \exp \left[ -2(L_p - L_m) \int_{z_0}^z \beta_m(r')dr' \right], \tag{10}
\]

where \( S(z) = P(z)z^2 \) is the range corrected signal and \( L_m \) is the molecular lidar ratio. The accuracy of this solution depends strongly on the molecular character of the reference value \( S(z_0) \). This, however, is subject to noise fluctuations as the number of detected photons \( P(z_0) \) has a Poisson distribution with \( \lambda = \sqrt{P(z_0)} \). In some algorithms discussed in the literature (Fernald, 1984), a small but non-zero value of \( \beta_p(z_0) \) is chosen to compensate the fact that \( P(z_0) \neq P_m(z_0) \) at the starting point of the integration. There are also algorithms where the reference height is chosen to minimize \( |P(z) - P_m(z)| \). Here the signal is assumed to be intrinsically noisy and an alternative approach is taken. If \( P(z) \) has indeed a Poisson distribution around \( P_m(z) \), the reference height is considered to be in the middle of the molecular region and \( S(z_0) = S_m(z_0) \) is set.

During the night, the inversion method developed by Ansman et al. (1992) is used to solve the equation for the nitrogen Raman return signal,

\[
P(\lambda_R, z) = K(\lambda_R) \frac{O(z)}{z^2} \frac{\beta(\lambda_R, \lambda_0, z)}{\alpha_p(\lambda_0, z)} \exp \left\{ -\int_0^z \left[ \alpha(\lambda_0, z') + \alpha(\lambda_R, z') \right] dz' \right\}, \tag{11}
\]

where the inelastic backscatter coefficient \( \beta(\lambda_R, \lambda_0, z) = N(z)d\sigma(\lambda_R, \lambda_0, \pi) / d\Omega \) is given in terms of the number density of nitrogen molecules, \( N_R \), and the differential cross section for the Raman inelastic scattering, \( d\sigma_R / d\Omega \). Assuming a wavelength dependence of \( \lambda^{-k} \) for both particles and molecules, the solution for the extinction coefficient is given by

\[
\alpha_p(\lambda_0, z) = \frac{d}{dz} \left[ \ln \left( \frac{N_R(z)}{S_R(z)} \right) \right] - \alpha_m(\lambda_0, z) \left[ 1 + (\lambda_0 / \lambda_R)^k \right] \tag{12}
\]

where the overlap function was explicitly kept, \( S_R \) is the range corrected Raman signal and \( k_p \) and \( k_m \) are the Angstrom coefficients for particles and molecules, respectively. Having chosen a reference height \( z_0 \) where the particle contribution is negligible, the backscatter coefficient is given by

\[
\beta_p(\lambda_0, z) = -\beta_m(\lambda_0, z) + \beta_m(\lambda_0, z_0) \frac{S(z)/S_m(z_0)}{S_m(z_0)/S_m,z_0} \frac{N_R(z)}{N_R(z_0)}
\]
Figure 5. Mean overlap function from 90 (45) cloud and fog free nighttime one-hour profiles measured with a narrow (wide) field stop is shown in blue on the left (right) panel. Mean contribution to the extinction coefficient, as computed from Eq. (14), is shown in red. The gray lines correspond to the individual profiles. The wide field stop is used since 1 August 2012.

\[
x \times \exp \left\{ \int_{z_0}^{z} \left[ \alpha(\lambda_0, z') - \alpha(\lambda_R, z') \right] \, dz' \right\},
\]

where \( S(z_0) \) and \( S_R(z_0) \) were replaced by the calibrated molecular values \( S_m(z_0) \) and \( S_m(z_0) \) after the same arguments used for the Klett inversion. This solution is more stable than the one shown by Ansmann et al. (1992) as it does not depend at all on the noise fluctuations at \( z_0 \).

### 3.3 Error Evaluation

The retrieval of aerosol properties from lidar signals is subject to both statistical and systematic errors (Matthias et al., 2002). Statistical errors either come from the sky background and dark current, i.e., related to the signal detection (Theopold and Boosenberg, 1988), or are introduced when processing the signal, e.g., time averaging during variable atmospheric conditions (Ansmann et al., 1992; Boosenberg, 1998). These errors can be evaluated by analyzing the standard deviation of the measured lidar signal. On the other hand, the systematic errors are difficult to account for as their sources and effects on the signal can be quite different. To name a few, these can come from the estimate of temperature, pressure, and ozone profiles (Ansmann et al., 1992); of the Angstrom coefficient (Ansmann et al., 1992; Whiteman, 1999); of the multiple scattering effects (Ansmann et al., 1992; Wandinger, 1998; Whiteman, 1999); of the unknown factor of incomplete overlap between the transmitted laser beam and the telescope field of view (Wandinger and Ansmann, 2002); of the reference altitude; and of the particle lidar ratio for the elastic inversion.

For a bi-axial lidar system with a narrow field of view, such as the system described in this paper, the largest source of systematic error in the short range is the overlap function. To obtain this overlap function, we used the iterative approach proposed by Wandinger and Ansmann (2002) with a constant particle lidar ratio of 55 sr for the Klett algorithm (to be discussed in Sect. 4).

All the data from July 2011 to November 2012 were divided into one-hour intervals and pre-processed to select the nighttime hours with no clouds or fog. About 90 one-hour averaged profiles were selected for the period before 1 August 2012, and 40 for the period after that. The distinction being the change of the field stop size from 4 mm (narrow) to 7 mm (wide), respectively, which increased the field of view of the telescope and hence lowered the maximum overlap. Figure 5 shows in gray the results obtained from the application of the algorithm to each selected one-hour intervals and in blue the mean value. With the wide (narrow) field stop the overlap is complete at about 1.8 km (3 km). Expanding the first term in Eq. (12), one find the contribution from the overlap function to the extinction coefficient as obtained by the Raman inversion (Matthias et al., 2002; Baars, 2011):
The contribution to the extinction from each individual one-hour period is shown also in Fig. 5 in gray and the mean value in red. For the cases with a wide (narrow) field stop, the overlap correction is very important for altitudes below 1 km (1.5 km). It should be noted that, because Eq. (14) involves the derivative of \( O(z) \) it stops giving an important contribution much before the altitude where \( O(z) = 1 \). To calculate the influence of the overlap function on the Elastic retrieval (Eq. 9), a Monte Carlo approach is more appropriate (Matthias et al., 2002). The average nighttime profile for 1 September was inverted without overlap correction and with each overlap correction estimated with the Raman approach for the narrow field of view (see Fig. 6). For the Klett inversion, it is important to account for the overlap below 2.5 km. Another important point to consider regarding the overlap correction is the uncertainty in the values estimated with an average overlap. This uncertainty can be estimated from the standard deviation of the gray lines shown in Figs. 5 and 6. This analysis is shown in Figs. 6 (for Klett) and 7 (for Raman). For the Klett backscatter, this uncertainty is less than 0.25 \( \text{Mm}^{-1} \text{sr}^{-1} \) above 1 km and 1 \( \text{Mm}^{-1} \text{sr}^{-1} \) at 500 m. For the Raman extinction, at 500 m, the uncertainty for a wide (narrow) field stop is about 140 \( \text{Mm}^{-1} \text{sr}^{-1} \) (480 \( \text{Mm}^{-1} \text{sr}^{-1} \)).

The Monte Carlo approach was also used to access the uncertainty from the choice of the reference height, \( z_0 \). The same average nighttime profile for 1 September was used and both the Klett and Raman inversions were performed with \( z_0 \) varying from 6 to 7 km in steps of 50 m. Figure 8 shows the result for the Klett backscattering coefficient, where the inversion with the different \( z_0 \) (gray) are all under the curve for \( z_0 = 6.5 \text{ km} \) (red) as they are very similar. The standard deviation shown in blue was multiplied by 100 and is largest closer to the reference height where it reaches \( 0.6 \times 10^{-2} \text{Mm}^{-1} \text{sr}^{-1} \). This is very small compared to the typical particle backscatter because the algorithms normalizes the lidar signal to the molecular value at the reference altitude. A similar negligible uncertainty was found for the Raman inversion (not shown).

The elastic inversion depends strongly on the choice of the particle lidar ratio, and it is therefore important to quantify...
Backscatter coefficient obtained with the Klett algorithm using particle lidar ratios from 40 to 70 sr in steps of 5 sr (gray) and the default inversion with 55 sr (red) are shown. The difference of the backscatter obtained with 40 and 70 sr (blue) is shown as an indication of the uncertainty. Data from 1 September 06:30 p.m. to 2 September 05:00 a.m. was used. The extinction scale on top was scaled with $L_{p} = 55$ sr.

Figure 9. Backscatter coefficient obtained with the Klett algorithm using particle lidar ratios from 40 to 70 sr in steps of 5 sr (gray) and the default inversion with 55 sr (red) are shown. The difference of the backscatter obtained with 40 and 70 sr (blue) is shown as an indication of the uncertainty. Data from 1 September 06:30 p.m. to 2 September 05:00 a.m. was used. The extinction scale on top was scaled with $L_{p} = 55$ sr.

the associated uncertainty. As the analysis routine uses 55 sr, the Klett inversion was repeated for values ranging from 40 to 70 sr in steps of 5 sr and the result is shown in Fig. 9. This ±15 sr variation in the particle lidar ratio was considered after Baars et al. (2011). Higher particle lidar ratio correspond to lower backscatter coefficient, as expected, and the difference between the two extremes is shown in blue as a measure of the associated uncertainty. It is about $1 \text{ Mm}^{-1} \text{sr}^{-1}$ below 1 km and negligible above 3.5 km.

The uncertainty in the Raman extinction coefficient associated with the uncertainty in the angstrom coefficient was also evaluated using the Monte Carlo approach. The AERONET value of $1.2 \pm 0.4$ (Schafer et al., 2008) was varied, and the changes where negligible compared to the uncertainties discussed above.

3.4 Cloud base and top heights

The base and top heights of clouds are found using an algorithm similar to the one applied by Barja (2002). The algorithm uses only the signal and not its derivatives, as is usual in other methods appearing in the literature (e.g., Wang and Sassen, 2001). It is based on the fact that the intensity of the lidar return signal in a pure molecular atmosphere decreases monotonically with increasing range and that an abrupt signal increment is found only when going through a cloud layer. Therefore, the algorithm searches for a maximum in the signal and the corresponding previous minimum to determine the height of maximum backscattering and cloud base, respectively. The cloud top is defined to be at the height at which the signal returns to behave as pure molecular. For thick clouds, where the signal is completely attenuated, an apparent cloud top is defined at the height at which the signal returns to the level it had at cloud base. This value, however, is not used for the analysis of the cloud top altitudes. Although the algorithm can be described in such simple terms, its implementation demands filters and statistical tests to remove the influence of noise, which are both system dependent. The algorithm steps are:

1. compare the raw signal in each bin with its first neighbors and calculate all local maxima and corresponding previous minima;

2. apply a 3-point moving average to the raw signal and calculate all local maxima and corresponding minima of the filtered signal;

3. exclude those max/min pairs that are not found at the same time in the raw and filtered signals;

4. select max/min pairs corresponding to clouds by comparing the difference between raw signal at maximum and minimum with the difference between raw and filtered signals at maximum;

5. select the cloud base height as the first minimum found when searching upwards and select the apparent cloud top height where the raw signal is equal or less than the signal at cloud base;

6. find the height of maximum signal between base and top, i.e., the maximum backscattering height, and take note of the intermediary minima as they indicate sub-layers of the same cloud;

7. repeat steps 5–7 for the region above cloud top to identify other cloud layers.

The pairs of base and top from the above steps are an approximation of the true base and top heights. They are used as a reference for the inversion algorithm to exclude the cloudy part of the profile thus allowing for the calculation of the molecular and particle backscattering coefficients. The final base and top heights are defined as the heights where the particle backscattering coefficient is larger by two standard deviations than the average backscattering coefficient between 19 and 20 km as in Goldfarb et al. (2001).
4 Results and discussion

Results presented correspond to measurements taken from 30 August to 6 September 2011. Through this week an intensive campaign for calibration of the water vapor channel of the UV Raman lidar was conducted. Besides having the thermodynamic profile from the collocated soundings, this period is also optimal because maintenance and verification were performed on a daily basis by an on site team and because of the low cloud cover typical of the Amazon dry season.

4.1 Vertical profiles of aerosols

The aerosol backscatter coefficient was obtained from the elastic channels using Eqs. (9) and (10) with a particle lidar ratio of 55 sr, which is typical for aged biomass burning aerosols found in this region during the transition from the dry to wet seasons (Baars et al., 2012). This is shown in Fig. 10 where the grayed regions correspond to local solar noon when the instrument was not operated. Other data not shown corresponds to cloud, precipitation or fog events that can be identified in the range corrected signal (upper panel). The same panel also shows steps in the power of the received signal. These stem from changes in the laser power due to temperature fluctuations inside the cabinet, as the air conditioning tries to keep a constant temperature of 28°C. The aerosol backscatter coefficient does not show these features as it is calibrated independently of the laser power. Aerosol layers with values from 3 to 5 Mm$^{-1}$sr$^{-1}$ are found from 1 to 3 September above 1.5 km, possibly indicating long-range transport. There were events where the aerosol was washed out after precipitation and backscatter was reduced significantly (e.g., 30 August 02:00 p.m.) but events where the aerosol loading remained the same were much more often (e.g., 31 August 02:00 p.m., 1 September 06:00 a.m., 2 September 03:00 p.m. and 3 September 07:00 a.m.).

Figure 11 shows the backscatter and extinction coefficients calculated independently with the Raman algorithm during nighttime (18:30 to 05:50 LT). An Angstrom coefficient of 1.2 was used as an average value for August–October in this region, obtained from AERONET measurements (Schafer et al., 2008). 5 min profiles and a lower vertical resolution of 75 m were used. Aerosol plumes with backscatter coefficient larger than 3 Mm$^{-1}$sr$^{-1}$ were also seen on 1 and 2 September and an aerosol layer between 1 and 2.5 km can be identified. This elevated layer appears at heights typical of biomass burning plumes transported over long distances, as characterized by previous lidar studies in the region (Baars et al., 2012). Largest values were around 150 Mm$^{-1}$ inside...
the plume. Extinction coefficients close to ground level (at about 1 km) ranged from 40 to 100 Mm\(^{-1}\) at 355 nm, which is compatible with the values measured at ground level by Artaxo et al. (2013) during the dry season (10–40 Mm\(^{-1}\) at 670 nm). Extinction coefficients from the Raman algorithm are much more noisy than the elastic inversion, owing to the derivative in Eq. (12). To analyze the particle lidar ratio, the average profiles were calculated for the days with largest aerosol loading and are shown in Fig. 12. The lidar ratio was computed from the Raman extinction and backscatter coefficients larger than 10 Mm\(^{-1}\) and 0.2 Mm\(^{-1}\) sr\(^{-1}\), respectively. Values found are about 45 to 65 sr compatible with what is expected for biomass burning aerosols and explaining why the elastic inversion with fixed particle lidar ratio of 55 sr showed good results.

4.2 Aerosol optical depth

The aerosol optical depth can be obtained from the light extinction by vertically integrating each profile. However, as the partial overlap significantly impacts the extinction below 1.2 km (Fig. 5), integrating over this region could lead to unrealistic results. Therefore, we assumed a well-mixed boundary layer with a constant extinction up to 1.2 km, which will be justified below, and calculated the column AOD from all the 1 min profiles of the Klett and Raman extinction coefficients. Figure 13 shows a scatter plot of the elastic AOD vs. the Raman AOD for 4435 nighttime profiles. There is a very good agreement and the linear and angular coefficients are statistically significant at 95 % confidence level to be compatible with 0 and 1, respectively. As the elastic AOD is similar to the Raman AOD, we used the profiles measured during daytime to validate our lidar measurements against the collocated AERONET station. The AERONET AOD at 355 nm was estimated from that at 340 nm using the Angstrom coefficient between 340–380 nm. A good agreement was found, as shown in Fig. 14, and AERONET measurement around local noon nicely matches the lidar data before and after this period. Remotely sensed aerosol optical depth measurements at 550 nm were taken from the MODIS (The MODerate resolution Imaging Spectroradiometer Remer et al., 2005) Atmosphere Products, MOD04L2 and MYD04L2, Collection 5. MODIS AOD was averaged in an area of 40 km × 40 km around the site and scaled to 355 nm using an averaged Angstrom coefficient of 1.11 between 380–500 nm estimated by AERONET. MODIS-Aqua agrees with both AERONET and lidar measurements, while MODIS-Terra do not. Very few points are available, however, and no definitive conclusion can be drawn from this comparison.

For a quantitative validation, the lidar data were averaged in time around each AERONET measurement and compared
Fig. 12. Average aerosol backscatter (left, Mm$^{-1}$ sr$^{-1}$), extinction (middle, Mm$^{-1}$) and particle lidar ratio (right, sr) obtained from a Raman inversion are shown for days 1, 2 and 3 September 2011.

Fig. 13. Aerosol optical depth at 355 nm obtained from the Raman inversion is shown as a function of the optical depth from the elastic inversion for 4435 nighttime cloud-free 1 min profiles between 30 August and 6 September 2011. Colors indicate day of month. The two lines are the linear regression (continuous red) and the reference $y = x$ (dashed).

one by one. As the averaging time window and the height of the constant extinction near ground are somewhat arbitrary, the ranges of possible values were explored for determining the best choice. The time window width was varied from 1 to 60 min, while the altitude of the layer with constant extinction was varied from 0.5 to 2 km. Upper panel of Fig. 15 shows the correlation between the time series of AERONET and lidar AODs as a function of these two parameters. Highest values are found around 1.25 and 1.6 km. A high correlation value, however, does not mean that AERONET and lidar values are close, hence the root mean square error was calculated and is shown in the lower panel. The minimum error is found when assuming a constant extinction below 1.3 km and doing a 30 min time average, in good agreement with our previous choice of 1.2 km based on the overlap uncertainty. Having defined the best parameters, a comparison of the AERONET AOD and the elastic lidar AOD was performed and is shown in Fig. 16. The angular coefficient is compatible with 1 and RMSE is only 0.06, comparable to the AERONET AOD uncertainty.

4.3 Back trajectories

For identifying the source of aerosol particles observed during this week, backward trajectories from the Hysplit model (Draxler and Hess, 1998) and fire spots identified by the Instituto Nacional de Pesquisas Espaciais (INPE) using a combination of satellites were used. As the largest AOD values ($\sim 0.7$) were measured on 3 September (Fig. 16), back trajectories were started at 12:00 UTC of that day from the height of maximum extinction ($\sim 1.5$ km, see Fig. 11). Hysplit was run in ensemble mode, by shifting the starting point by one model grid box up/down, east/west and north/south. These 27 different trajectories are shown in Fig. 17 with all fire spots observed between 30 August to 1 September. Some trajectories could carry biomass burning aerosol as they cross nearby fire spots in West Para and more distant ones in East Para and Maranhão. Other trajectories, however, come straight from the ocean and should bring clean air. Local sources of fires could also contribute. The dilution of the polluted air masses could explain the large variations observed in AOD during this week, from below 0.05 up to 0.75, with a rather constant particle lidar ratio (Fig. 11).

1http://www.inpe.br/queimadas/
Figure 14. The time series of aerosol optical depth at 355 nm obtained from the elastic inversion (red), AERONET (blue), MODIS-Terra (black) and MODIS-Aqua (green) are shown between 30 August and 6 September 2011. Gray regions correspond to local solar noon.

4.4 High clouds geometrical characteristics

Figure 18 shows the logarithm of range and background corrected signal at 355 nm for altitudes above 5 km during the intensive campaign. As in the previous results, lacking measurements around local solar noon is due to the high sun elevation. Other missing data at these altitudes are produced by the low clouds that attenuate the beam at lower levels. The presence of high clouds is easily depicted by the highest values in the signal, shown in red. These high clouds are very frequent and appear at altitudes from 8 to 16.5 km, with higher activity after the first two days.

The high cloud base and top heights found by our automatic algorithm are shown in the same figure, where the green lines indicate the −25 °C and the thermal tropopause heights obtained from the radiosondes. There is a good agreement between the identified cloud base (black +) and top (magenta circle) and the cloud position determined by visual inspection of the signal. However, there are also some base and top heights detected that have no correspondence in the raw signal, for instance, on 5 September 2011 between 09:00 and 10:00 LT. The explanation is that while the background corrected signal is shown only for values above three standard deviations above the background, the high cloud algorithm processes the raw signal. The base and top altitudes found during this period are similar to those found before and after, hence indicating a single high cloud layer. This means that the algorithm has discrimination power even at $S/N$ below 3.

In Fig. 18 there are persistent high clouds from the third to the last day of measurement. The bases and tops are in the range expected for tropical latitudes cirrus (e.g., Immel and Schrems, 2002), with top heights around 15 km or higher and base heights around 9 km or higher. These tropical tropopause cirrus clouds may have originated from deep convection in the region, as 5 deep convection events with rain rates between 25 and 222 mm h$^{-1}$ were measured by the collocated weather station. The accumulated precipitation on 1, 3 and 5 September, was 9.35, 28.68 and 17.51 mm. The total precipitation during the intensive campaign was 57.79 mm,
Table 1. Average geometrical characteristics (base, top and maximum backscattering height) and frequency of occurrence of cirrus clouds in the measurement site near Manaus city during 30 August and 7 September 2011.

<table>
<thead>
<tr>
<th></th>
<th>All</th>
<th>8/30</th>
<th>8/31</th>
<th>9/1</th>
<th>9/2</th>
<th>9/3</th>
<th>9/4</th>
<th>9/5</th>
<th>9/6</th>
<th>9/7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Profiles with cirrus clouds</td>
<td>983</td>
<td>8</td>
<td>36</td>
<td>160</td>
<td>146</td>
<td>198</td>
<td>92</td>
<td>157</td>
<td>116</td>
<td>70</td>
</tr>
<tr>
<td>Occurrence Frequency (%)</td>
<td>60</td>
<td>3</td>
<td>15</td>
<td>70</td>
<td>61</td>
<td>83</td>
<td>59</td>
<td>67</td>
<td>53</td>
<td>60</td>
</tr>
<tr>
<td>Quantity of cirrus layer</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Base (km)</td>
<td>11.5</td>
<td>12.0</td>
<td>13.9</td>
<td>12.6</td>
<td>12.5</td>
<td>10.9</td>
<td>11.4</td>
<td>10.9</td>
<td>11.4</td>
<td>10.7</td>
</tr>
<tr>
<td>Top (km)</td>
<td>13.4</td>
<td>12.6</td>
<td>14.5</td>
<td>14.2</td>
<td>14.0</td>
<td>13.0</td>
<td>13.9</td>
<td>13.9</td>
<td>12.7</td>
<td>13.5</td>
</tr>
<tr>
<td>Max. back. (km)</td>
<td>12.8</td>
<td>12.4</td>
<td>14.2</td>
<td>13.6</td>
<td>13.5</td>
<td>12.2</td>
<td>13.0</td>
<td>12.1</td>
<td>12.7</td>
<td>12.0</td>
</tr>
</tbody>
</table>

Figure 16. Aerosol optical depth at 355 nm from AERONET as a function of that obtained from the elastic inversion is shown for the coincident measurements between 30 and 6 September 2011. Lidar extinction profiles were averaged in a 30 min window and integrated from the reference altitude down to the ground, assuming a constant extinction below 1.3 km.

half of that accumulated in September (113.5 mm). It is also interesting to note the presence of very optically thick clouds as high as 8–12 km. These seem to be the stratiform part of convective towers as they are found at increasingly higher altitudes (e.g., 1, 3, 5 and 6 September). At 15:00 LT these clouds are around 6–8 km and at 18:00–21:00 LT they are at the tropopause, thus in agreement with the diurnal cycle of local convection in the Amazon (e.g., Machado et al., 2002). This is a strong indication that these cirrus clouds are produced by deep convection, but further analysis with satellite images and back trajectories will be performed in a upcoming study.

Table 1 summarizes the cloud measurements. During the whole period the mean value of base, top and maximum backscattering heights were 11.5, 13.4 and 12.8 km, respectively. The maximum/minimum values for these characteristics during overall period were 17.9/6.0 km, 19.5/6.5 km and 19.2/6.4 km, respectively. On average, the maximum backscattering heights are closer to the top altitude. From the algorithm, it was also obtained the multiple layers of clouds and the sub layers structure inside these high clouds. Up to 3 high clouds layers were detected during almost overall period. Only the first two days have 1 or 2 layers and also correspond to the lowest high cloud frequency occurrence, with only 3 and 15 %, respectively.

5 Conclusions

This paper described a permanent UV Raman lidar station, which become fully operational in the central Amazon in July 2011. The system was designed for unattended, continuous measurements of aerosols and water vapor aiming to study and monitor the atmosphere on the weather to climatic time scales. The automated data acquisition and the possibility to monitor the instrument over the internet reduced the operational field costs of maintaining on-site personnel and enabled extended hours of daily data collection when compared to a manually operated systems. This new scientific
facility has the potential to significantly improve the knowledge of the aerosol vertical distribution over Amazonia by performing multi-year long observations.

The instrument was thoroughly described and characterized. The delay of the analog and the dead time of the photon count channels were obtained experimentally. In the first case, a 0.475 µs was found corresponding to a 10-bin displacement. For the pulse pile up effects, a dead time $4.14 \pm 0.11$ ns and $3.98 \pm 0.10$ ns were measured for the first two channels, in agreement with the manufacturer specification. Therefore, the analysis algorithm automatically desaturates the three photon count channels assuming a non-paralyzable system with $\tau = 4$ ns, and correct the analog channels for the time delay. The overlap between the laser beam and the telescope field of view was experimentally determined using the method of Wandinger and Ansman (2002). For the period before 1 August 2012, when the system used a narrow field stop, a full overlap was found at 3 km and its contribution to the particle extinction was found to be important below 1.5 km. For the period with the wide field stop, these were 1.8 km and 1 km, respectively. Widening the field stop allowed reducing the overlap correction uncertainty to the extinction coefficient from 88 to 36 Mm$^{-1}$ sr$^{-1}$ at 750 m. Ten radiosondes were launched from the lidar site and compared to simultaneous measurements at the operational sounding site at the Manaus military airport. Differences in molecules number concentration were found to be less than 1 %, hence the operational soundings are used for our routine analysis.

A week of lidar measurements during the biomass burning season of 2011 were analyzed and compared with measurements from a co-located AERONET sun photometer as a mean to assess the overall system capability and performance. The period chosen was from 30 August to 6 September 2011 when an intensive campaign for calibration of the water vapor channel of the UV Raman lidar was conducted (to be discussed in an upcoming publication). Particle lidar ratios obtained during nighttime with the use of the Raman channel were between 50 and 65 sr during the whole week, compatible with values found by previous measurements of biomass burning aerosols in the region (Baars et al., 2012).

A comparison of the elastic ($L_p = 55$ sr) and Raman aerosol optical depth for each 1 min cloud-free nighttime profile during that week showed no systematic differences, thus allowing us to use the elastic method to compare lidar and AERONET measurements during day time. Lidar data was averaged in a 30 min window around the AERONET measurements, and again no systematic differences were found. The RMSE for the AOD was 0.06 with a $R^2 = 0.75$, small compared to range of observed AOD values 0.1 to 0.75 and to the total AERONET uncertainty that is about 0.02 (Holben et al., 1998). To identify the source of these particles, a backtrajectory analysis was performed using the Hysplit model from NOAA and fire detection maps from INPE. An ensemble of backtrajectories shows about half coming from

---

**Figure 18.** Logarithm of range corrected signal above 7 km is shown from 30 August to 6 September 2011 divided into two panels for depicting the high clouds. Cloud base (+, black) and top (o, magenta) detected by our algorithm are indicated with markers. Full and dashed green lines indicate the $-25^\circ$C and tropopause heights calculated from the radiosondes. Gray regions correspond to local solar.
the ocean and half from the fire spots region. As marine aerosols have lidar ratios of about 30 sr and are washed out much more easily than BBA, we concluded that the observed particles were originated from biomass burning. Moreover, as the measured lidar ratio was rather constant even for low aerosol loadings, we also concluded that the mixture of clean air into the polluted air masses diluted the smoke plumes, therefore explaining the alternation of low ($\sim 0.1$) and high ($\sim 0.7$) AOD values with constant $L_p$.

A cloud detection algorithm initially developed by Barja (2002) was improved and applied to data from that same week to detect cirrus clouds. A visual inspection of the range corrected signal and the algorithm output for the cloud base, top and height of maximum backscatter shows a very good agreement. During this period, cirrus clouds were present in 60 % of our measurements in agreement with previous results (Wang and Sassen, 2001), but with high day-to-day variability (occurrence frequency varied from 15 to 83 %). Average base and top heights were 11.5 and 13.4 km, respectively, and maximum backscatter at 12.8 km. Most of the time, three layers of cirrus clouds were found.
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