Remote sensing of cloud top pressure/height from SEVIRI: analysis of ten current retrieval algorithms
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Abstract. The role of clouds remains the largest uncertainty in climate projections. They influence solar and thermal radiative transfer and the earth’s water cycle. Therefore, there is an urgent need for accurate cloud observations to validate climate models and to monitor climate change. Passive satellite imagers measuring radiation at visible to thermal infrared (IR) wavelengths provide a wealth of information on cloud properties. Among others, the cloud top height (CTH) – a crucial parameter to estimate the thermal cloud radiative forcing – can be retrieved. In this paper we investigate the skill of ten current retrieval algorithms to estimate the CTH using observations from the Spinning Enhanced Visible and InfraRed Imager (SEVIRI) onboard Meteosat Second Generation (MSG). In the first part we compare ten SEVIRI cloud top pressure (CTP) data sets with each other. The SEVIRI algorithms catch the latitudinal variation of the CTP in a similar way. The agreement is better in the extratropics than in the tropics. In the tropics multi-layer clouds and thin cirrus layers complicate the CTP retrieval, whereas a good agreement among the algorithms is found for trade wind cumulus, marine stratocumulus and the optically thick cores of the deep convective system.

In the second part of the paper the SEVIRI retrievals are compared to CTH observations from the Cloud–Aerosol Lidar with Orthogonal Polarization (CALIOP) and Cloud Profiling Radar (CPR) instruments. It is important to note that the different measurement techniques cause differences in the retrieved CTH data. SEVIRI measures a radiatively effective CTH, while the CTH of the active instruments is derived from the return time of the emitted radar or lidar signal. Therefore, some systematic differences are expected. On average the CTHs detected by the SEVIRI algorithms are 1.0 to 2.5 km lower than CALIOP observations, and the correlation coefficients between the SEVIRI and the CALIOP data sets range between 0.77 and 0.90. The average CTHs derived by the SEVIRI algorithms are closer to the CPR measurements.
than to CALIOP measurements. The biases between SEVIRI and CPR retrievals range from −0.8 km to 0.6 km. The correlation coefficients of CPR and SEVIRI observations vary between 0.82 and 0.89. To discuss the origin of the CTH deviation, we investigate three cloud categories: optically thin and thick single layer as well as multi-layer clouds. For optically thick clouds the correlation coefficients between the SEVIRI and the reference data sets are usually above 0.95. For optically thin single layer clouds the correlation coefficients are still above 0.92. For this cloud category the SEVIRI algorithms yield CTHs that are lower than CALIOP and similar to CPR observations. Most challenging are the multi-layer clouds, where the correlation coefficients are for most algorithms between 0.6 and 0.8. Finally, we evaluate the performance of the SEVIRI retrievals for boundary layer clouds. While the CTH retrieval for this cloud type is relatively accurate, there are still considerable differences between the algorithms. These are related to the uncertainties and limited vertical resolution of the assumed temperature profiles in combination with the presence of temperature inversions, which lead to ambiguities in the CTH retrieval. Alternative approaches for the CTH retrieval of low clouds are discussed.

1 Introduction

About 70 % of the earth’s surface is covered with clouds. They play an essential role in weather and climate interacting strongly with solar and terrestrial radiation (Cess et al., 1989). In the solar wavelength region, clouds cool the earth by reflecting sunlight back to space. At the same time clouds tend to warm the earth by absorbing and re-emitting thermal radiation emitted by the surface and lower atmosphere (Wielicki et al., 1995). While solar radiative transfer is mainly influenced by the cloud cover and the optical depth of the clouds, the thermal effect is also determined by their cloud top temperature. Thus, optically thick, low level clouds usually have a negative net radiative forcing as their thermal effect is small and reflection of solar radiance dominates. In contrast, the net radiative effect of high level clouds is often positive (in particular during night and for optically thin cirrus over warm surfaces during day) because the thermal contrast between them and the surface is large (Liou, 1986; Boucher, 1999; Meyer et al., 2002; Schumann et al., 2012).

Hence, detailed monitoring of cloud properties – such as cloud fraction, cloud top temperature, cloud particle size and cloud water path – is needed to understand the role of clouds in the weather and climate system. Cloud remote sensing from space is an important and effective tool to monitor climate change and to evaluate weather and climate models. Satellites are able to observe cloud properties globally, and in particular, passive imagers provide observations of large areas with a high temporal resolution enabling investigations of the evolutions and life times of cloud systems.

The International Satellite Cloud Climatology Project (ISCCP) has monitored cloud properties including cloud top temperature and pressure as well as cloud water path and cloud optical depth since 1983 from geostationary satellites and the Advanced Very High Resolution Radiometer (AVHRR) on the polar orbiting NOAA and Metop satellites (Rossow and Schiffer, 1999). But little information about cloud phase, particle size and night time cloud heights is provided as only two satellite channels are used for temporal consistency. Many other techniques have been developed since the start of ISCCP to derive those additional parameters utilizing multiple channels now available on most modern geostationary and sun-synchronous satellite imagers. In particular, the use of more channels in the visible to long-wave infrared (IR) wavelength region (400 nm–15 µm) is very beneficial.

Despite the progress in this area, the interpretation of the measured radiance remains challenging for the following reasons: first, observations do not fully constrain the retrieval problem. Most information originates from the cloud top, but clouds are vertically extended and have a complex structure. Second, satellite pixels typically cover an area of a few km². The clouds within this area are inhomogeneous. Radiation from neighboring areas as well as the three-dimensional structure of clouds influence the observed radiance, which is normally neglected in cloud remote-sensing algorithms (e.g., Zinner and Mayer, 2006). Hence, the common assumption of a plane parallel single cloud layer can only approximate reality. Third, the thermal emission of the cloud comes from within the uppermost cloud layer. Therefore, the retrieved cloud top height (CTH) is a radiatively effective one and not the physical cloud boundary. Fourth, in case of temperature inversions, the conversion from observed brightness temperature to CTH can be ambiguous and may lead to large displacements. Furthermore, during the day retrievals are challenging for certain observation geometries such as the sunglint angular envelope and high solar zenith angles. Finally, a number of facts are only partially known: the shapes of ice crystals that determine their scattering and absorption properties, the state of the atmosphere, the albedo and emissivity of the surface, calibration and degradation of the satellite sensor and uncertainties in the spectral response function. This limited knowledge exacerbates cloud remote sensing in practice even more, especially for optically thin clouds. The radiative effect of these uncertainties can be significant compared to the cloud effect itself and, therefore, retrieved cloud properties may also be uncertain.

Many research groups have developed cloud retrievals tackling all the above issues. Comparisons and validations of these retrievals are needed to understand the differences and improve our understanding. Recently, average cloud properties from twelve global Level 3 data sets were compared on climatological scales in the framework of the GEWEX cloud assessment (Stubenrauch et al., 2013). The comparison included multi-spectral imagers, multi-angle multi-spectral
imagers, IR sounders and active instruments. Stubenrauch et al. (2013) stated that CTH measurements are comparable considering the different sensor sensitivities. In particular, they pointed out that passive imagers measure a radiatively effective CTH. Furthermore, the GEWEX cloud assessment investigated the regional and vertical distributions as well as diurnal and seasonal cycles.

As averaged cloud properties are used in the GEWEX cloud assessment, differences of the Level 2 to Level 3 aggregation procedure as well as differences among the retrieval methods themselves are identified as cause for the observed deviations. Therefore, an additional in-depth analysis of Level 2 cloud products reveal even more insight into the characteristics of retrieval algorithms. This is why the Cloud Retrieval Evaluation Workshop (CREW) project was founded (Roebeling et al., 2012). Exchanges during the CREWs in 2006, 2009 and 2011 triggered the creation of a cloud retrieval database. A large number of research groups provided their retrieval results to this database, thus enabling a systematic evaluation similar to the GEWEX cloud assessment, but for Level 2 products. This is the first effort of its kind since the pre-ISCCP algorithm inter-comparisons (Rossow et al., 1985).

The current paper presents the inter-comparison and validation results of ten CTH retrieval algorithms using observations of the Spinning Enhanced Visible and InfraRed Imager (SEVIRI) onboard the geostationary Meteosat Second Generation (MSG) platform using the CREW database. The paper is structured as follows: in Sect. 2 we give a description of the satellite sensors used, review the fundamentals of cloud top height/pressure retrieval methods and give an overview of the Cloud Retrieval Evaluation Workshop database. In Sects. 3 and 4 we present the results of the SEVIRI retrieval inter-comparison and the comparison with Cloud–Aerosol Lidar with Orthogonal Polarization (CALIOP) and CPR. In Sect. 5 we discuss and summarize our findings.

2 Data sets and methods

Section 2.1 summarizes the characteristics of the satellite sensors used in this study. In Sect. 2.2 we introduce common retrieval methods for clouds from passive sensors in general, followed by a description of the CREW cloud retrieval database in Sect. 2.3.

2.1 Instrumentation

In this paper we inter-compare retrievals using observations from the SEVIRI instrument (Schmetz et al., 2002) on the geostationary Meteosat-9 satellite located at the orbital position 0°E and 0°N. Observations are possible up to a viewing zenith angle of ca. 70° thus including mainly Africa, Europe, the Atlantic Ocean as well as small parts of South America and the Indian Ocean. SEVIRI has eleven spectral bands with 3 km spatial resolution at the sub-satellite point: three solar channels at 0.6, 0.8 and 1.6 µm, one combined solar/thermal channel at 3.9 µm, two water vapor channels at 6.2 and 7.3 µm, one ozone channel at 9.6 µm, one CO₂ channel at 13.4 µm and three IR window channels at 8.7, 10.8 and 12.0 µm. The seven thermal channels are calibrated on-board, while the solar channels are not and require vicarious calibration (Govaerts et al., 2001). Furthermore, SEVIRI has one high-resolution broadband visible (HRV) channel at 1 km spatial resolution. The SEVIRI sensor scans the observation disk every 15 min. The scan starts in the south and takes 12 min to reach the northernmost point. The high temporal resolution enables the study of the evolution of cloud systems including the diurnal cycle.

In the second part of the paper, we compare the CTH retrievals from SEVIRI with measurements from active instruments, namely the Cloud–Aerosol LIdar with Orthogonal Polarization (CALIOP) and the Cloud Profiling Radar (CPR). CALIOP is the main instrument on the CALIPSO satellite launched in April 2006 (Winker et al., 2003, 2007, 2010; Liu et al., 2005; Hostetler et al., 2006); it is a dual wavelength lidar (532 and 1064 nm). The primary products are profiles of total backscatter, from which further products like cloud and aerosol properties are derived (Vaughan et al., 2005). The instrument also measures the linear depolarization of the backscattered return signal at 532 nm allowing for the discrimination of cloud phase and the identification of non-spherical aerosols. On the earth’s surface individual CALIOP beams have a width of about 70 m with a sampling distance of 333 m. The vertical resolution of the CALIOP products is 30 to 60 m. The lidar retrieval is based on the lidar equation (Hostetler et al., 2006):

\[
E_i(\lambda, r) = E_t \frac{dr}{r^2} \frac{A_0}{\lambda^2} k(\lambda) \beta(r) T^2(r),
\]

where \(E_t\) and \(E_i\) are the received and transmitted energy, \(r\) is the range from the lidar, \(dr\) the range resolution, \(\lambda\) the wavelength of the transmitted pulse and \(\beta(r)\) the atmospheric backscatter coefficient. \(A_0/r^2\) is the acceptance solid angle of the receiving optics with \(A_0\) being the collecting area of the telescope. The instrument constant \(k(\lambda)\) considers the response of the receiver like the spectral transmission. The signal is attenuated according to the two-way transmission \(T^2(r)\). The transmission through the atmosphere is set by the molecular scattering in the Rayleigh regime as well as scattering with cloud and aerosol particles. Therefore, CALIOP is very sensitive to small particles and able to detect cloud ice water content as low as 0.1 mg m\(^{-3}\) (Avery et al., 2012). CALIOP provides the unambiguous CTH of the uppermost cloud layer in almost all situations. In case of multi-layer clouds, CALIOP provides information for layers down to a level where the lidar signal is fully attenuated. This occurs where the cumulative optical depth is 3–5. Interpretation of CALIOP measurements suffers from a low signal-to-noise ratio. Therefore, measurements are usually averaged.
over several lidar shots. In this way, sub-visible clouds with a very small optical depth down to 0.01 can be detected. Its high sensitivity and vertical resolution make CALIOP an excellent system for the validation of CTH retrievals from passive radiometers.

The CPR onboard CloudSat launched in April 2006 is a 94 GHz nadir-looking radar. It measures the backscattered signal as a function of distance from the radar (Stephens et al., 2002, 2008; Tanelli et al., 2008). As clouds are weak scatterers in the microwave region, the CPR is designed for maximal sensitivity. Its dynamic range is 70 dB and its calibration accuracy is 1.5 dB. The attenuation of the radar signal is influenced by absorbing gases (primarily water vapor), water and ice clouds as well as precipitating particles. With a pulse length of 3.3 µs, CPR provides cloud and precipitation information with 500 m vertical resolution between the surface and 30 km. The radar measurements along track are averaged over 0.32 s time intervals, producing a horizontal resolution of 1.4 km (cross-track) by 1.7 km (along-track).

The radar signal is interpreted with the radar equation

\[ E_r(\lambda, r) = E_i \frac{1}{(4\pi)^3 r^2} \lambda^2 \sigma G_i G_a^2 \Omega \Delta, \]

where \( E_i \) is the output energy of the receiver, \( E_i \) the transmitted energy, \( \lambda \) the wavelength, \( \sigma \) the range resolved radar cross section per unit volume, \( G_i \) the receiver gain, \( G_a \) the antenna gain, \( r \) the range to the atmospheric target, \( \Omega \) the integral of the normalized two-way antenna pattern, \( \Delta \) the integral of the received waveform shape and \( L_a \) the two-way atmospheric loss. As meteorological radars work in the Rayleigh regime, the extinction efficiency is less compared to the Mie regime; hence, radar can penetrate further into the cloud. The radar cross section can be written as

\[ \sigma = \frac{\pi^5}{\lambda^4} |K|^2 \sum_i D_i^6, \]

where \( D_i \) is the diameter of the scattering particles. \( |K|^2 \) is defined as

\[ |K|^2 = \left( \frac{\varepsilon_d - 1}{\varepsilon_d + 2} \right)^2, \]

where \( \varepsilon_d \) is the dielectric constant. For CPR \( |K|^2 = 0.683 \) for water and \( |K|^2 = 0.176 \) for ice (Ray, 1972). Consequently, the reflectivity of water particles is around 0.683/0.176 = 3.88 or 5.89 dBZ higher for water particles than for ice particles of the same size and shape. As the volumetric radar cross section is proportional to \( D_i^6 \), the radar is much more sensitive to larger particles than to smaller ones.

2.2 Cloud top height retrieval methods

With observations of the radiance and a priori information of the atmospheric state, in particular the temperature profile and concentration of absorbing gases, the radiatively effective CTH can be retrieved representing the top height of a plane parallel, homogeneous cloud that cause the same radiance \( I_v \) at the top of the atmosphere as observed. In general, the measured radiance \( I_v \) at wave number \( v \) depends on the cloud top pressure \( p_c \) as follows (Liou, 2002):

\[ I_v = (1 - \eta_v)(I_s + I_b)(p_c, 0) + I_c + I_a, \]

where the contribution from the surface is described by

\[ I_s = B_v(T_s)I_v(p_s, p_c), \]

the contribution of the atmosphere below the cloud by

\[ I_b = \int_{p_s}^{p_c} B_v(T(p)) \frac{\partial I_v(p, p_c)}{\partial p} dp, \]

the contribution of the cloud itself by

\[ I_c = \eta_vB_v(T_c)I_v(p_c, 0), \]

and the contribution of the atmosphere above the cloud by

\[ I_a = \int_{p_c}^{\infty} B_v(T(p)) \frac{\partial I_v(p, 0)}{\partial p} dp. \]

In these equations \( \eta \) is the cloud fraction, \( \varepsilon_v \) the spectral emissivity of the cloud, \( B_v \) the Planck radiation, \( I_v(p_1, p_2) \) the transmissivity between pressures \( p_1 \) and \( p_2 \) and \( p_s, p_c \), \( T_s \) and \( T_c \) are pressure and temperature of the cloud and the surface, respectively.

2.2.1 Radiance fitting

One basic method to derive the cloud top pressure (CTP) assumes a fully covered field of view \( \eta = 1 \) and optically thick clouds \( \varepsilon_v \approx 1 \). The term \( 1 - \eta_v \) on the right hand side in Eq. (5) vanishes, being tantamount to no contribution from the surface and the atmosphere below the cloud. Assuming an atmospheric temperature and humidity profile, the radiance can be calculated using a radiative transfer model. The CTP is found by minimizing the difference between the simulated and observed radiance. With this method and under the above-mentioned assumptions, the CTP can be derived by using only a single channel. It is favorable to use a wavelength with a large atmospheric transmissivity to minimize the influence of the atmosphere above the cloud on the retrieval. For SEVIRI, the 10.8 µm channel is commonly chosen. It is possible to extend this retrieval method taking cloud cover \( \eta \) and/or the spectral cloud emissivity \( \varepsilon_v \) explicitly into account (Chahine, 1974; Wielicki and Coakley Jr, 1981; Roebeling et al., 2006; Roebeling, 2008). The cloud cover \( \eta \) can be estimated using the high-resolution channel of SEVIRI. Furthermore, the spectral emissivity \( \varepsilon_v \) can be estimated from the approximate 2:1 relationship between the
cloud optical depths at visible and IR window-channel wavelengths, Rossw and Schiffer (1999) solve first for the visible optical depth $\tau_{\text{vis}}$ using the radiance reflected. Then, the emissivity $\varepsilon_{\nu}$ is computed as

$$\varepsilon_{\nu} = 1 - \exp(-0.5 \tau_{\text{vis}}/\mu), \quad (10)$$

where $\mu$ is cosine of the viewing zenith angle. Taking the semi-transparency and coverage of the cloud layer into account, the retrieval results of the radiance fitting method can be significantly improved.

In the following we call this retrieval method radiance fitting. It is known that this method tends to overestimate CTP for partial cloud cover and semi-transparent clouds, if these effects are not taken into account (e.g., Holz et al., 2006).

### 2.2.2 Optimal estimation

A generalization of the radiances fitting is the optimal estimation (OE) method. It uses several channels and any available prior information with suitable weighting according to errors. Essential diagnostic outputs of the OE method are a measure of the model fit to the observation, that is, the cost function $J$, and formal error estimates of the retrieved parameters. The cost function $J$ is defined as follows (Rodgers, 2000):

$$J(x) = (y(x) - y_m)^T S_y^{-1} (y(x) - y_m) + (x - x_a)^T S_a^{-1} (x - x_a), \quad (11)$$

where $y_m$ are the measurements and $y(x)$ are the radiances simulated by assuming the state $x$. $x_a$ is an estimate of the state prior to the retrieval and $S_y^{-1}$ and $S_a^{-1}$ are the inverted error covariance matrices of the measurements and the prior state, respectively. The state vector $x$ is varied to minimize the cost function $J$ yielding the optimal state given the observation $y_m$, the prior knowledge, and their respective uncertainties. In the context of this paper, the state parameter $x$ contains the physical properties of the cloud. Using a window channel alone leads to very large solution spaces for CTP retrievals for cirrus, while the inclusion of a single absorbing channel greatly decreases the solution space (Heidinger et al., 2010). This is an approach commonly adopted for use with SEVIRI as well as other polar-orbiting imagers. Iterative techniques can also be used to simultaneously fit more than one parameter to the same number of channels. Among others, OE has been applied to AVHRR (Walther and Heidinger, 2012), Along-Track Scanning Radiometer (ATSR) (Poulson et al., 2011), SEVIRI (Watts et al., 2011), a combined Medium Resolution Imaging Spectrometer (MERIS) and Advanced Along-Track Scanning Radiometer (AATSR) data set (Lindstrom et al., 2010) and Michelson Interferometer for Passive Atmospheric Sounding (MIPAS) (Hurley et al., 2011).

#### 2.2.3 Radiance ratioing

Another approach to retrieve CTP is the radiance ratioing method (also sometimes named split window or CO$_2$ slicing) (Chahine, 1974; Cavia and Tomassini, 1978; Smith and Platt, 1978; Menzel et al., 1983, 2008; Wylie and Menzel, 1989; Zhang and Menzel, 2002). Subtracting the clear sky radiance $I_{\nu}^{\text{clr}}$ from the all sky observation $I_{\nu}$ in Eq. (5) and integration by parts leads to

$$I_{\nu} - I_{\nu}^{\text{clr}} = \eta \varepsilon_{\nu} \int_{p_s}^{p_c} \frac{\partial B_{\nu}(T(p))}{\partial p} dp, \quad (12)$$

see, e.g., Liou (2002). The clear sky radiance can be simulated with a radiative transfer model or estimated by locating clear sky measurements in the vicinity of the observation (Smith and Frey, 1990). For radiance ratioing, Eq. (12) for a wave number $\nu_1$ is divided by the same equation for a second wave number $\nu_2$; hence, the formulation becomes independent of the cloud fraction $\eta$. Channel combinations for radiance ratioing are preferably chosen in that way that the gaseous absorptions for $\nu_1$ and $\nu_2$ are different, but the spectral cloud emissivities $\varepsilon_{\nu}$ are similar. For hyperspectral sounders, e.g., Atmospheric InfraRed Sounder (AIRS), commonly used channel combinations are located around 15 $\mu$m using the absorption feature of CO$_2$; hence, this technique is called CO$_2$ slicing. The retrieval uncertainty depends on the atmospheric temperature and trace gas profiles (Holz et al., 2006; Smith and Frey, 1990) and, if not taken explicitly into account, on the spectral change of the cloud emissivity. Accurate calculation of the latter is shown to improves the CTP retrieval accuracy (Zhang and Menzel, 2002). For the SEVIRI instrument, the 10.8 $\mu$m channel is commonly used in combination with the 12.0 or 13.4 $\mu$m channel. The wavelengths of the satellite channels are further apart from each other for SEVIRI than for IR sounders, so that a calculation of the cloud emissivities is necessary. Parameterizations of cloud long-wave radiative properties are used for this purpose (e.g., Hu and Stamnes, 1993; Baum et al., 2005a, b, 2007).

#### 2.3 The CREW database

In the framework of the Cloud Retrieval Evaluation Workshop (CREW), a common cloud retrieval database was built to investigate strengths and weaknesses of currently available cloud property retrieval algorithms using passive imager observations. The cloud properties stored in the CREW database are listed in Table 1.

In this paper the main focus is on the SEVIRI data sets, but also polar orbiting sensors such as the MODerate resolution Imaging Spectroradiometer (MODIS) onboard the EOS-Terra and Aqua satellites and the AVHRR as well as the Multi-angle Imaging SpectroRadiometer (MISR), the POLarization and Directionality of the Earth’s Reflectances.
(POLDER) and the AIRS retrievals are included in the database. The database is complemented with cloud measurements that serve as a reference, including the Advanced Microwave Scanning Radiometer for EOS (AMSR-E) observations and the active instruments CPR on CloudSat and CALIOP on CALIPSO.

The CREW database contains five days of data, see Table 2. During these days the NOAA-18 satellite was aligned with the A-train orbit for several hours. In this paper we focus on 13 June 2008, as the data set is most complete for this day.

In total, twelve institutions from Europe and USA participate in the CREW inter-comparison and validation of their SEVIRI data sets. This paper investigates the ten data sets providing cloud top height or cloud top pressure retrievals. The acronyms and contact persons of the participating institutions are listed in Table 3.

Table 1. Cloud properties in the CREW database.

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Cloud parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMK</td>
<td>Cloud mask</td>
</tr>
<tr>
<td>CPH</td>
<td>Cloud phase</td>
</tr>
<tr>
<td>CTT</td>
<td>Cloud top temperature</td>
</tr>
<tr>
<td>CTP</td>
<td>Cloud top pressure</td>
</tr>
<tr>
<td>CTH</td>
<td>Cloud top height</td>
</tr>
<tr>
<td>COD</td>
<td>Cloud optical depth</td>
</tr>
<tr>
<td>REF</td>
<td>Effective radius</td>
</tr>
<tr>
<td>LWP</td>
<td>Liquid water path</td>
</tr>
<tr>
<td>IWP</td>
<td>Ice water path</td>
</tr>
</tbody>
</table>

Table 2. Days and core hours of the CREW database.

<table>
<thead>
<tr>
<th>Date</th>
<th>Core hours</th>
<th>A-train orbit numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td>13 Jun 2008</td>
<td>12:00–15:30</td>
<td>11317, 11318, 11319</td>
</tr>
<tr>
<td>17 Jun 2008</td>
<td>22:15–24:00</td>
<td>11381, 11382</td>
</tr>
<tr>
<td>18 Jun 2008</td>
<td>00:00–01:45</td>
<td>11383</td>
</tr>
<tr>
<td>22 Jun 2008</td>
<td>10:30–12:15</td>
<td>11447, 11448</td>
</tr>
<tr>
<td>3 Jul 2008</td>
<td>10:00–12:00</td>
<td>11607, 11608, 11609</td>
</tr>
</tbody>
</table>

As a first step the raw signal measured by SEVIRI is converted into a radiance. Most of the algorithms use the L1 radiance product as provided by EUMETSAT. Only a few algorithms use an alternative calibration. The CMS algorithm uses the calibration described by Meirink et al. (2013). The LAR algorithm uses an additional calibration for the 0.65 μm channel against the Aqua MODIS channel and a calibration for the 3.9 μm channel against GOES measurements (Minnis et al., 2002a, b). The UKM algorithm uses an ad hoc calibration for the 13.4 μm channel. Recent research in the framework of the Global Space-based Inter-Calibration System (GSICS) demonstrated that the 13.4 μm is probably biased by contamination with ice (Hewison and Müller, 2013). GSICS provides time-dependent calibration coefficients for the SEVIRI IR channels according to an inter-calibration against Metop-A IASI. The GSICS methodology of post-calibration is very advanced. At the moment none of the SEVIRI algorithms uses the GSICS calibration coefficients. To estimate the benefit of the GSICS calibration on the CTH retrieval, a small case study is performed with the CMS algorithm for the 13 June 2008, 12:00 UTC. The effects on the retrieval results are small in comparison to the fundamental observation differences of the different sensors and the deviations among the SEVIRI algorithms discussed later in this paper. Nevertheless, the GSICS calibration changes the CTH retrieval results for some individual cases by up to 12 km. As GSICS provides the most sophisticated calibration, taking advantage of it will certainly be beneficial for every algorithm.

After the calibration of the radiance, the CTP/CTH is derived. All variants of CTP retrieval methods discussed in Sect. 2.2 are applied in one or more algorithms. An overview of the retrieval methods and satellite channels used by the SEVIRI retrieval algorithms is given in Table 4. Many algorithms apply a combination of several methods. For optically thick and low clouds, many groups use radiance fitting with the IR window channel at 10.8 μm. For semi-transparent or broken clouds it is necessary to employ the radiance ratioing method. But the algorithms use different criteria for the identification of cloud regimes for which radiance ratioing is applied.

The Algorithm Working Group (AWG) algorithm exploits the 10.8, 12.0 and 13.4 μm channels on SEVIRI and MODIS. The mathematics are described in Heidinger and Pavolonis (2009), and the motivation for this set of channels is given in Heidinger et al. (2010). The AWG applies an analytical forward model couched in an optimal estimation framework. The retrieved parameters are the cloud top temperature (CTT), 10.8 μm cloud emissivity and an IR microphysical index (beta). From these parameters the CTP is derived. Effective radius (REF) and cloud optical depth (COD) are retrieved in a separate step. If the AWG cloud typing detects multi-layered clouds, an opaque lower cloud is inserted at a height of an unobscured low cloud in the vicinity.
Table 4. SEVIRI cloud top height retrieval methods.

<table>
<thead>
<tr>
<th>Acro.</th>
<th>Method</th>
<th>Channels (µm)</th>
<th>Aux. data</th>
<th>Citations</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWG</td>
<td>optimal estimation</td>
<td>10.8, 12.0, 13.4</td>
<td>NCEP</td>
<td>Menzel et al. (2008); Heidinger and Pavolonis (2009); Heidinger et al. (2010); Baum et al. (2012)</td>
</tr>
<tr>
<td>CMS</td>
<td>(1) radiance fitting</td>
<td>10.8</td>
<td>ERA interim</td>
<td>Derrien and Le Gléau (2005, 2010, 2013); Schmetz et al. (1993); Appendix C; Menzel et al. (1983)</td>
</tr>
<tr>
<td></td>
<td>(2) intersection method</td>
<td>6.2, 7.3, 10.8, 13.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(3) radiance ratioing</td>
<td>6.2, 7.3, 10.8, 13.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DLR</td>
<td>(1) radiance fitting</td>
<td>10.8</td>
<td>ECMWF</td>
<td>Meerkötter and Bugliaro (2009); Bugliaro et al. (2011); Ewald et al. (2013)</td>
</tr>
<tr>
<td></td>
<td>(2) radiance ratioing</td>
<td>10.8, 13.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EUM</td>
<td>(1) radiance fitting</td>
<td>10.8</td>
<td>ECMWF</td>
<td>Lutz et al. (2011)</td>
</tr>
<tr>
<td></td>
<td>(2) radiance ratioing</td>
<td>6.2, 7.3, 10.8, 12.0, 13.4</td>
<td>ECMWF</td>
<td>Lutz et al. (2011)</td>
</tr>
<tr>
<td>GSF</td>
<td>(1) optimal estimation</td>
<td>3.9, 8.7, 10.8, 12.0, 13.4</td>
<td>ECMWF</td>
<td>Platnick et al. (2003); King et al. (2006); Seemann et al. (2008); Heidinger and Pavolonis (2009); Wind et al. (2010)</td>
</tr>
<tr>
<td></td>
<td>(2) radiance fitting</td>
<td>6.2, 10.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LAR</td>
<td>(1) optimal estimation</td>
<td>0.6, 3.9, 10.8, 12.0, 10.8, 13.4</td>
<td>NOAA GFS</td>
<td>Minnis et al. (2008b, 2010, 2011); Chang et al. (2010)</td>
</tr>
<tr>
<td></td>
<td>(2) radiance ratioing</td>
<td>10.8</td>
<td>ECMWF</td>
<td>Lutz et al. (2011)</td>
</tr>
<tr>
<td>MFR</td>
<td>(1) radiance fitting</td>
<td>10.8</td>
<td>ECMWF</td>
<td>Derrien and Le Gléau (2005, 2010, 2013); Schmetz et al. (1993); Appendix C; Menzel et al. (1983)</td>
</tr>
<tr>
<td></td>
<td>(2) intersection method</td>
<td>6.2, 7.3, 10.8, 13.4</td>
<td>ECMWF</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(3) radiance ratioing</td>
<td>6.2, 7.3, 10.8, 13.4</td>
<td>ECMWF</td>
<td></td>
</tr>
<tr>
<td>MPF</td>
<td>(1) radiance fitting</td>
<td>10.8</td>
<td>ECMWF</td>
<td>Lutz et al. (2011)</td>
</tr>
<tr>
<td></td>
<td>(2) radiance ratioing</td>
<td>6.2, 7.3, 10.8, 12.0, 13.4</td>
<td>ECMWF</td>
<td>Lutz et al. (2011)</td>
</tr>
<tr>
<td>OCA</td>
<td>optimal estimation</td>
<td>all, but 3.9, 9.6</td>
<td>ECMWF</td>
<td>Watts et al. (2011)</td>
</tr>
<tr>
<td>UKM</td>
<td>(1) radiance ratioing</td>
<td>10.8, 12.0, 13.4</td>
<td>MetOffice</td>
<td>Eyre and Menzel (1989); Moseley (2003); Saunders et al. (2006); Francis et al. (2008)</td>
</tr>
<tr>
<td></td>
<td>(2) radiance fitting</td>
<td>10.8</td>
<td>ECMWF</td>
<td></td>
</tr>
</tbody>
</table>

The CMS and MFR share the same algorithm heritage and are similar. The cloud type product of the NWC SAF is employed to separate opaque clouds from semi-transparent and broken clouds. For very low, low or medium thick clouds, radiance fitting is applied to derive CTH. For high thick clouds either the radiance ratioing or the radiance fitting is used. For high semi-transparent clouds, either the radiance ratioing or an intersection method (Schmetz et al., 1993) is used. Here, the intersection method exploits the 10.8 µm channel in combination with one of the sounding channels 6.2, 7.3 or 13.4 µm. The minimum CTP result of these channel combinations is chosen as the final result. The most distinct difference between the CMS and MFR algorithm is the retrieval of the CTHs of boundary layer clouds, see Sect. 4.2.4.

EUM and MPF are both developed by EUMETSAT and share the same algorithm heritage. MPF (MSG Meteorological Products Extraction Facility Algorithm) is the operational algorithm of EUMETSAT, while EUM is a research algorithm. One distinct difference is the treatment of boundary layer clouds, see Sect. 4.2.4.

The DLR algorithm uses threshold techniques to identify broken or semi-transparent clouds. If the clouds are opaque and fully cover the pixel, radiance fitting is used, otherwise radiance ratioing with the 10.8 µm window and the 13.4 µm CO2 channel is used.

The GSF algorithm starts with an optimal estimation retrieval of the CTP. For high clouds with CTP smaller than 600 hPa, this value is the final result. Otherwise radiance fitting is used to retrieve CTP for low clouds.

LAR uses a thresholding technique to detect clouds (Minnis et al., 2008b). COD, cloud phase, REF and effective temperature CET are determined simultaneously using the iterative Visible Infrared Solar-Infrared Split Window Technique (VISST). CTT is determined from CET using a parameterization based on COD for thin clouds (Minnis et al., 2011). For thick clouds, CTT is assumed to be essentially the same as CET. CTT is then matched with the highest pressure (lowest altitude) having the same temperature as a modified NWP temperature profile to estimate CTP (CTH). The temperature profile near the earth’s surface is defined using a zonally dependent lapse rate (Minnis et al., 2010). A supplemental 10.8/13.4 µm radiance ratioing technique (Chang et al., 2010) is used to adjust high cloud tops.

UKM uses the radiance ratioing method of Eyre and Menzel (1989) with the 10.8, 12.0 and 13.4 µm channels first. If a suitable solution is not found by this method (i.e., if the uncertainty in the radiance ratioing solution is greater
than a prescribed threshold), then radiance fitting with the 10.8 µm channel is employed. Additionally, UKM uses a priori knowledge of the atmospheric stability from the MetOffice model to deal with low-level inversions (Moseley, 2003; Francis et al., 2008). In practice, this means that the radiance ratioing method is primarily chosen for upper-level clouds, and the radiance fitting method with a priory constraints is applied for lower-level clouds. If no solution is found from these methods, UKM uses radiance fitting without any a priory constraints as fall-back solution, but this rarely happens.

OCA and AWG are both optimal estimation retrievals. AWG utilizes the 10.8, 12 and 13.4 µm channels, whereas OCA uses all SEVIRI channels except the 3.9 and 9.6 µm and simultaneously estimates the cloud phase, CTP, COD and REF of one or in some cases two cloud layers.

The algorithms use different surface albedo data sets: CMS, DLR, MFR, AWG, UKM and GSF make use of albedo data sets derived from MODIS measurements. CMS uses the parameterizations of Masuda et al. (1988) and Salisbury and D’Aria (1992) for ocean and land emissivities, respectively. The DLR uses the parameterization of Cox and Munk (1954a) and Cox and Munk (1954b) for reflectances of the ocean and the emissivities of Seemann et al. (2008). The EUMETSAT algorithms OCA, EUM and MPF use EUMETSAT’s SEVIRI Clear Sky Reflectance product (Lutz et al., 2011) and the CIMSS Baseline Fit emissivity database for the IR channels (Seemann et al., 2008). LAR makes use of reflectances and emissivities of Minnis et al. (2008a).

The distinction of aerosols and clouds is critically important for aerosol retrievals. Different techniques of detection and aerosol property remote sensing have been successfully applied to SEVIRI measurements (Brindley and Russell, 2006; Brindley et al., 2012; De Pape and Dewitte, 2008; Li et al., 2007; Parajuli et al., 2013; Romano et al., 2013; Sannazzaro et al., 2014). These algorithms have been validated and inter-compared (Banks and Brindley, 2013; Breon et al., 2011; Schepanski et al., 2012). Due to the frequent occurrence of optically thick clouds dominating the radiative properties of the atmosphere, this distinction is less important to cloud retrievals than to aerosol retrievals, but nevertheless relevant. At the moment none of the SEVIRI cloud retrievals described in this paper has an explicit aerosol cloud discrimination test. However, most of them consider the radiative effect of aerosols. AWG, EUM, GSF, LAR, MPF, OCA and UKM implicitly consider aerosols by using a clear sky reflectance product influenced by the aerosol radiative effect.

3 Inter-comparison of SEVIRI retrievals

First we focus on the CTP, as this property is directly provided by all cloud retrievals, whereas CTH is provided by five algorithms only. Figure 1 shows the CTP derived by the algorithms for 13 June 2008, 13:45 UTC. The zonal distribution of the CTP is comparable for all data sets. High clouds are present in the inter tropical convergence zone (ITCZ). Adjacent to them, low clouds are most common in the marine stratocumulus region between 30° S and 30° N. In the mid-latitudes synoptic systems with their frontal structures can be identified. The derived CTP means range from 577 hPa to 424 hPa. The smallest CTPs (the highest clouds) are retrieved by MFR (424 hPa), CMS (432 hPa) and AWG (439 hPa); the algorithms showing the largest CTPs (the lowest clouds) are EUM (558 hPa) and MPF (577 hPa). Averaging is performed with the logarithm of CTP and afterwards converted into a pressure again. In this way, the mean CTP is more comparable to the mean CTH. Note that the different cloud detection of the algorithms influences the cloud cover and thus the mean CTP. Some algorithms also limit the retrieval domain due to high viewing or solar zenith angles and/or sun glint.

In Fig. 2 some basic statistics of the multi-algorithm ensemble are presented. In Fig. 2a we show the number of algorithms that detect a cloud and provide a CTP value for the observed satellite pixel. In general, the agreement of the cloud detection among the algorithms is good, in particular for the central parts of the cloud systems. However, at the edges of the cloud systems the cloud detection results differ. The ability to detect a cloud decreases when the sub-pixel cloud fraction and/or the COD decreases, see Fig. 2d showing the multi-algorithm ensemble average of the COD. There might also be overestimations of the cloud cover by some algorithms due to misinterpretation of aerosols or cloud free scenes as clouds. In particular, false cloud detection may occur in case of large uncertainties in the surface albedo, emissivity and temperature.

The multi-algorithm average of the CTP is shown in Fig. 2b. The area displayed is limited to regions for which all SEVIRI retrievals detect clouds. Figure 2c shows the multi-algorithm ensemble standard deviation of the logarithm of CTP. To eliminate the influence of different cloud masks, only pixels are shown for which all algorithms provide a retrieval. In the tropics we observe small standard deviations for the cores of deep convective systems, where COD is larger than 10. On the other hand, the standard deviation tends to increase toward the outer boundary of the deep convective systems where their cirrus anvils become thinner. In particular over the tropical Indian Ocean there is an extended area of optically thin clouds with a high standard deviation of CTP. In trade wind cumulus and marine stratocumulus regions the standard deviation is usually smaller than 0.1. The smallest standard deviations are found in the marine stratocumulus region west of Angola. In these regions the clouds are
Figure 1. Cloud top pressure (CTP) of ten SEVIRI algorithms for the 13 June 2008, 13:45 UTC. The mean CTP is calculated by averaging the logarithm of the CTP. The last plot shows the corresponding RGB image of the scene. The track of the A-train satellite constellation between 13:45 UTC and 14:00 UTC is indicated as a red line.
closest to fulfilling the common retrieval assumption of horizontal homogeneity; the vertical variation of the cloud tops is small and the optical depth is sufficiently high for a precise retrieval of the CTP. In the extratropics there are some regions with large standard deviations: one band at 35° S in the South Atlantic and another area in the North Atlantic near the Azores. The latter is located along the outer border of the cirrus associated with a warm front.

In Fig. 3 we investigate the latitudinal average of the CTP for the individual algorithms. The averages are calculated in two ways. In Fig. 3a and b, all available pixels provided by each of the algorithms are used in the averaging. This is called the individual cloud masks. For this case CTP statistics are influenced by both differences in the CTP retrieval methods and cloud detection. To exclude the effect of cloud detection, in Fig. 3c and d the CTP mean is computed using only those pixels that have a retrieved CTP value for all ten data sets. In the following, we refer to this filtering as the common cloud mask. The observed differences can be completely attributed to characteristics of the CTP retrievals.

Looking at Fig. 3c and d, we notice that AWG, OCA, MFR, CMS and GSF tend to yield smaller CTPs, whereas MPF, DLR and LAR tend to produce higher CTPs compared to the average.

The differences between the data sets are larger for the individual than for the common cloud masks, as for the individual mask the samples are different and as the retrieval of cloud properties is often difficult for clouds that are hard to detect. In the tropics the multi-algorithm ensemble average, shown in black, is about 100 hPa higher for the individual than for the common cloud mask. This implies that above-average CTP values are retrieved for pixels that are not identified as clouds by all algorithms. These are mainly broken clouds or optically thin cloud layers having an incorrectly great CTP (low CTH).

In Fig. 3e we investigate the effect of the different cloud detection efficiencies on the relative standard deviation of the multi-algorithm ensemble. The relative standard deviation of the multi-algorithm ensemble is illustrated. The values shown are relative to the latitude dependent multi-algorithm mean. Using the same area of observation (i.e., the common mask), the agreement of the data sets is better than 25% for
Figure 3. Latitudinal mean of the cloud top pressure of ten algorithms for 13 June 2008, 12:00–15:00 UTC. In panels (a) and (b) the original data sets are used, whereas in panel (c) and (d) the data sets are reduced to observations, for which all ten retrievals detect a cloud and derive a CTP. The black line shows the average of all SEVIRI algorithms. In the lower panel (e) the relative standard deviations of the algorithm ensemble are shown.

most latitudes and better than 40\% in the tropics. The lowest standard deviations of about 15\% are south of 40° S, at 20° S, at 30° N and north of 50° N, in agreement with the discussion of Fig. 2. Using the individual cloud masks instead of the common one, the standard deviations are 2 to 5 percentage points larger in the extratropics and about 10 to 15 percentage points larger in the tropics. This indicates that both the retrieval of the correct CTP as well as cloud detection are most challenging for high thin cirrus clouds located mainly in the tropics. At the southernmost edge of the SEVIRI disk, we also observe large standard deviations for the individual cloud masks. As the sun is close to the horizon in this region, not all algorithms provide a retrieval and the retrieval itself is difficult.

In Fig. 4 we investigate the histograms of the CTP, in Fig. 4a and b the individual mask and in Fig. 4c and d the common mask. All algorithms retrieve a comparable distribution of CTP values with two peaks: a first maximum between the surface and 700 hPa representing boundary layer clouds and a second maximum between 300 and 200 hPa corresponding to high cirrus and deep convective clouds. Mid-level clouds with CTP around 500 hPa occur less frequently. The occurrence frequency of the boundary layer clouds is strongly reduced when reducing the data set to the common mask. Note the scale of the abscissa indicating the loss of data points when reducing the data sets to the common mask. The cloud frequency distributions with two maxima are in agreement with CTH measurements from MODIS. Chang and Li (2005a) found a distinct bimodal distribution of CTP peaking at 275 and 725 hPa for high and low clouds, thus leaving a minimum in cloud occurrence frequency in the middle troposphere.

In summary, the SEVIRI algorithms retrieve comparable CTP histograms. The agreement improves when restricting the data sets to the common mask. The greatest deviations are observed for optically thin clouds. A large percentage of these are spreading anvils of deep convective clouds or thin cirrus layers in the tropics. All CTP frequency distributions with respect to height show two maxima related to the boundary layer clouds and clouds near the tropopause.
4 Comparison with CALIOP and CPR

To quantify the accuracy of the SEVIRI CTP/CTH retrievals, the SEVIRI data sets are validated against CALIOP and CPR retrieval products listed in Table 5. The CPR and CALIOP data sets have horizontal resolutions of 1.7 km and the 5.0 km, respectively.

The AVAC-S validation software (Bennartz et al., 2010) is applied to reproject these data sets on the SEVIRI grid. Furthermore, it takes care of the parallax correction for the SEVIRI viewing zenith angle. The AVAC-S software returns either the average of all CPR/CALIOP data points within one SEVIRI pixel or the data point nearest to the SEVIRI pixel center. In this paper averages over SEVIRI pixels are used everywhere. The CALIOP and CPR data are matched with the SEVIRI observations when the time shift is smallest. As SEVIRI scans one disk every 15 min, see Sect. 2.1, the maximum observation time difference is 7.5 min. In case a SEVIRI algorithm only provides CTP and not the CTH, CTP is transformed to CTH using pressure profiles as provided in the ECMWF-AUX product of the CloudSat data processing center. In this section we concentrate our investigation on the 13 June 2008, 12:00–15:30 UTC, as all ten SEVIRI data sets are available without gaps for this period. During this time the A-train satellite constellation passed the SEVIRI disk three times. The overpass numbers are 11317, 11318 and 11319.

Figure 5 illustrates how the comparison of the SEVIRI, CALIOP and CPR retrievals is accomplished. The first and second panel show the CALIOP backscatter and CPR reflectivity signal, respectively. The CTHs detected by CALIOP and CPR are marked in green and red. In addition to the CTHs of the active instruments, the third and fourth panel show the CTHs derived by the individual SEVIRI algorithms. Large deviations indicate challenging conditions for CTH retrievals. In Fig. 5 the CALIOP and CPR backscatter signals are used to qualitatively identify different cloud regimes: optically thick clouds, boundary layer clouds, multi-layer and optically thin clouds. For optically thick clouds (green area), the agreement between CALIOP, CPR and the SEVIRI CTHs is very good; the CALIOP CTH is slightly higher than the CPR and SEVIRI CTHs. For multi-layer clouds (red area) either the CPR or CALIOP sensor detect a second cloud layer. Between 0° and 5° N all SEVIRI algorithms capture the upper cloud layer. The deviations of the retrieval results are small on the right hand side, where the CPR backscatter signal indicates an optically thick upper cloud layer. The deviations become larger with a decreasing CPR signal. In the orange regions CALIOP detects an optically thin cloud layer at about 16 km. The sensitivity of CPR is not sufficient to detect this layer; also, most SEVIRI algorithms cannot detect this cloud layer. The blue region marks the boundary layer clouds. The CPR does not detect these clouds as the ground clutter is larger than the cloud signal. Even though the CALIOP attenuated backscatter signal, see upper panel, indicates a fairly constant cloud top, some SEVIRI data sets deviate from the CALIOP CTH. All cloud regimes are discussed in more detail in Sect. 4.2.

4.1 Overall statistics

To focus on the characteristics of the CTH retrievals, most statistics are calculated for the common mask in this section.

Table 5. List of CPR and CALIOP products used for the validation of the SEVIRI algorithms.

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Product</th>
<th>Version</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPR</td>
<td>2B-GEOPROF</td>
<td>1.1</td>
</tr>
<tr>
<td>CPR</td>
<td>2B-CLDCLASS</td>
<td>5.3</td>
</tr>
<tr>
<td>CPR</td>
<td>2B-TAU_GRANULE</td>
<td>5.0</td>
</tr>
<tr>
<td>CALIOP</td>
<td>CAL_LID_L1</td>
<td>3.01</td>
</tr>
<tr>
<td>CALIOP</td>
<td>CAL_LID_L2_CLay</td>
<td>3.01</td>
</tr>
<tr>
<td>CALIOP</td>
<td>CAL_LID_L2_VFM</td>
<td>3.01</td>
</tr>
<tr>
<td>Model</td>
<td>ECMWF-AUX</td>
<td>5.2</td>
</tr>
</tbody>
</table>
Figure 5. Validation of the SEVIRI cloud top height (CTH) retrievals with CALIOP and CPR for 13 June 2008, 13:45 UTC or A-train overpass 11318. In the first and second panel, the CALIOP backscatter profiles and the CPR reflectivity are shown together with the CTH derived from these instruments. In the third and fourth panel the CTHs derived by the ten SEVIRI algorithms are shown. The OCA algorithm additionally derives the CTH of a possible second cloud layer; this product is labeled as OCA2. Stars at the algorithm name indicate that these algorithms submitted CTP being converted to CTH. The colored boxes roughly indicate different cloud regimes being discussed in more detail in Sect. 4.2.

Here, the common mask refers to pixels, for which all SEVIRI algorithms as well as CALIOP and CPR retrieve a CTP or CTH value, if not indicated differently. Therefore, the cloud detection abilities of all instruments influence the extent of the common mask.

In Fig. 6 we investigate the effect of the common mask filter on the histogram of CTH. In Fig. 6a the histograms of the original CALIOP and CPR measurements are shown as dotted lines. It is possible to detect four relative cloud occurrence maxima as a function of height. Due to different sensitivities of the instruments these maxima are detected at different heights by CALIOP and CPR. For the individual mask the maximal cloud occurrence associated with the tropical tropopause layer (TTL) is detected at 16.5 and 13.5 km by CALIOP and CPR, respectively, the extratropical tropopause at 10.75 and 10.25 km, the melting layer at 6.25 km and the boundary layer clouds at 1.25 km. The black line shows the mean of the SEVIRI algorithm histograms. For the individual mask the mean SEVIRI histogram shows a local maximum at 1.25 km for the boundary layer clouds. Other features are not well defined. A diffuse maximum at 11.75 km might be attributed to the TTL, the second at 9.5 km to the extratropical tropopause. The maximum cloud occurrence at 6.25 km cannot be identified.

Reducing the data sets to the common mask, a large portion of the clouds in the TTL detected by CALIOP are excluded, as SEVIRI and CPR are not able to capture the majority of the optically thin cirrus clouds. The number of boundary layer clouds is also strongly reduced. With decreasing cloud fraction within a pixel, the SEVIRI algorithms tend
to classify it as cloud free. If one algorithm does so, the pixel is not included in the common mask. Another reason for the reduction of boundary layer cloud observations for the common mask is the low sensitivity of the CPR near the ground due to ground clutter. Therefore, CPR cannot detect all boundary layer clouds and, by definition, these pixels are excluded from the common mask.

For the common mask, it is still possible to identify the maxima for the TTL, extra-tropical tropopause and boundary layer in the CALIOP and CPR histograms. For the mean SEVIRI histogram, the boundary layer cloud occurrence maximum is clearly defined, but less pronounced for the SEVIRI retrieval average than for the active instrument results. This issue is discussed in more detail in Sect. 4.2.4. The maximum at 9.5 km is also detectable to some extent.

Figures 6b and c show the histograms of the individual SEVIRI algorithms. There are some differences among the SEVIRI algorithms in reproducing the cloud occurrence maxima, for example, the cloud occurrence maxima of the boundary layer clouds of LAR, MFR and DLR are at higher altitudes than those of the other algorithms.

Table 6. Comparison with CALIOP for 13 June 2008, 12:00–15:30 UTC. The table shows the difference of SEVIRI minus CALIOP of the mean CTH (bias), correlation between SEVIRI and CALIOP data set (corr), standard deviation of the single data sets divided by that of CALIOP (normalized standard deviation, nstd) and the root mean square difference (rmsd) between the SEVIRI data sets and CALIOP. Pixels are taken into account, for which all SEVIRI algorithms as well as the CALIOP retrieval provide CTH values. Bias and rmsd are given in meter. CALIOP derives a mean CTH of 7852 m with a standard deviation of 5374 m.

<table>
<thead>
<tr>
<th>group</th>
<th>CALIOP, all clouds (2756 pixels)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>bias</td>
</tr>
<tr>
<td>CMS</td>
<td>−1668</td>
</tr>
<tr>
<td>EUM</td>
<td>−1683</td>
</tr>
<tr>
<td>OCA</td>
<td>−1496</td>
</tr>
<tr>
<td>MPF</td>
<td>−2468</td>
</tr>
<tr>
<td>DLR</td>
<td>−2502</td>
</tr>
<tr>
<td>MFR</td>
<td>−1483</td>
</tr>
<tr>
<td>AWG</td>
<td>−1049</td>
</tr>
<tr>
<td>UKM</td>
<td>−1463</td>
</tr>
<tr>
<td>GSF</td>
<td>−1310</td>
</tr>
<tr>
<td>LAR</td>
<td>−1743</td>
</tr>
</tbody>
</table>

than the CALIOP CTH. Clouds with a CALIOP CTH at about 15 km are associated with the TTL. CMS, OCA, MFR, AWG and GSF nicely capture these clouds, but are 2 to 3 km lower than CALIOP EUM, MPF, DLR, UKM and LAR also have a maximum at about 12 km, but show some more cases of underestimation for these clouds. We note the gap of CALIOP CTHs between 12 km and 13 km in the scatter plots, as it is also visible in the histogram of CALIOP CTH, see Fig. 6b and c. For CALIOP CTHs between 3 and 11 km all SEVIRI algorithms generally retrieve CTHs comparable
Figure 7. Scatter plots of the cloud top height SEVIRI data sets against the CALIOP data set for 13 June 2008, 12:00–15:30 UTC (A-train overpasses 11317–11319). Most of the points are on the lower right side showing that the SEVIRI algorithms derive lower CTH than CALIOP.

Table 7. Same as Table 6, but for CPR. The mean of CPR observation is 6309 m and the standard deviation is 4306 m.

<table>
<thead>
<tr>
<th>group</th>
<th>bias</th>
<th>corr</th>
<th>nstd</th>
<th>rmsd</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMS</td>
<td>-42</td>
<td>0.822</td>
<td>0.986</td>
<td>2552</td>
</tr>
<tr>
<td>EUM</td>
<td>10</td>
<td>0.858</td>
<td>0.949</td>
<td>2243</td>
</tr>
<tr>
<td>OCA</td>
<td>170</td>
<td>0.829</td>
<td>1.020</td>
<td>2553</td>
</tr>
<tr>
<td>MPF</td>
<td>-734</td>
<td>0.868</td>
<td>0.926</td>
<td>2272</td>
</tr>
<tr>
<td>DLR</td>
<td>-823</td>
<td>0.886</td>
<td>0.921</td>
<td>2165</td>
</tr>
<tr>
<td>MFR</td>
<td>74</td>
<td>0.821</td>
<td>0.967</td>
<td>2537</td>
</tr>
<tr>
<td>AWG</td>
<td>608</td>
<td>0.842</td>
<td>1.036</td>
<td>2541</td>
</tr>
<tr>
<td>UKM</td>
<td>180</td>
<td>0.851</td>
<td>1.015</td>
<td>2377</td>
</tr>
<tr>
<td>GSF</td>
<td>268</td>
<td>0.847</td>
<td>0.937</td>
<td>2333</td>
</tr>
<tr>
<td>LAR</td>
<td>-19</td>
<td>0.855</td>
<td>0.920</td>
<td>2248</td>
</tr>
</tbody>
</table>

to CALIOP although some underestimated and a few overestimated CTHs are seen. The underestimation of CTHs for clouds between 3 and 15 km is mainly caused by higher sensitivity of CALIOP to optically thin clouds compared to SEVIRI. We discuss this issue in more detail in Sects. 4.2.2 and 4.2.3. For the boundary layer clouds with CALIOP CTHs between 0 and 3 km some scattering of the SEVIRI results is observed. EUM, MFR, GSF and LAR have a tendency to retrieve higher CTHs than CALIOP. This will be analyzed in Sect. 4.2.4.

Our results are in line with those from previous publications. Holz et al. (2008) investigated the difference between the MODIS and CALIOP CTH in a similar way. They found that the MODIS CTH is 2.6±3.9 km lower than the CALIOP data set with 5 km horizontal resolution (same resolution as we use in this paper). They noted that the global CTH bias between MODIS Collection 5 and CALIOP also depends on the CALIOP product resolution used. They found that CALIOP CTHs are only 1.4±2.9 km higher than MODIS Collection 5 CTHs when using the CALIOP 1 km layer products. For this resolution less CALIOP lidar shots are horizontally averaged and, therefore, the signal-to-noise ratio is lower than that of the 5 km product meaning the 1 km CALIOP product is less sensitive to optically thin clouds than the 5 km product. Hence, the higher spatial resolution is the fewer high clouds are detected by CALIOP and the CTH difference to data sets from passive sensors is smaller. Karlsson and Johansson (2013) investigates the effect of the different cloud detection efficiency of the CALIOP 1 and 5 km product, too. They suggest a procedure to combine both CALIOP products to obtain a data set for validation the CLARA-A1/PPS retrieval.

Figure 8 and Table 7 show the same comparison, but for CPR instead of CALIOP. Compared to Fig. 7, the scatter plots in Fig. 8 show more points located at the one-to-one line indicating that SEVIRI and CPR have similar sensitivities. Most of the SEVIRI data sets have a significant number of pixels with CTH both higher and lower than the CPR;
exceptions are OCA, AWG, UKM and GSF detecting mainly higher CTHs than the CPR. The magnitudes of the mean CTH differences between the SEVIRI data sets and CPR are smaller than 0.823 km for all SEVIRI data sets. The differences are sometimes positive and sometimes negative in contrast to the differences between the SEVIRI data sets and CALIOP being clearly negative for all algorithms.

Figure 9 shows a Taylor diagram (Taylor, 2001) of this evaluation. The radial coordinate is the standard deviation of the SEVIRI data set normalized with the standard deviation of the reference data set (CALIOP or CPR). The angle is the arcus cosine of the correlation coefficient $R$ between the SEVIRI and the reference data sets. The reference point on the $x$ axis marks the point of an ideal agreement (correlation coefficient 1 and same standard deviation as the reference). The distance between the reference point and the marker of the SEVIRI data set is equal to the centered pattern root mean square difference (rmsd) $E'$

$$E' = \left( \frac{1}{N} \sum_{n=1}^{N} \left( s_n - \bar{s} \right)^2 - \left( c_n - \bar{c} \right)^2 \right)^{1/2},$$ (13)

where $s_n$ is the SEVIRI data, $c_n$ is the comparison data and $N$ is the total number of common data points.

The Taylor plot shows that the correlation coefficients for the comparisons against CALIOP and CPR are in the same range of roughly 0.77 to 0.90. The standard deviations of the SEVIRI data sets are more comparable to the CPR than to CALIOP as the latter is more sensitive to optically thin
clouds. Using $E'$ as the quality measurement, we see that the ranking of the algorithms depends on the reference data set, for example, the DLR algorithm has the lowest (best) $E'$ with respect to the CPR, but a large $E'$ with respect to CALIOP.

### 4.2 Retrieval performance for different cloud regimes

In this section we investigate the uncertainties of CTH retrievals for different cloud regimes: thick, thin and multi-layer clouds. We analyze how often these cloud regimes occur and how they contribute to the overall deviations between the SEVIRI algorithms and the active sensors. In Sects. 4.2.1 to 4.2.3 there are separate discussions for each of these cloud regimes. In the last Sect. 4.2.4, we focus on clouds in the boundary layer, where possible ambiguities caused by the temperature profile make the conversion from CTT to CTH difficult.

First, we introduce the three cloud categories. We separate cloud cases into single layer and multi-layer clouds using the CALIOP product *Number of Layers Found*. The single layer category is further subdivided into optically thin and thick clouds. Clouds with a CALIOP column cloud optical depth at 532 nm $\tau_{\text{cal}} < 3$ are defined as thin and clouds with $\tau_{\text{cal}} \geq 3$ as thick. Table 8 lists our cloud categories. We choose a threshold of 3 to be comparable to the ISCCP cloud classification (Rossow et al., 1985; Rossow and Schiffer, 1999).

Figure 10 shows the histograms of the three cloud categories for 13 June 2008, 12:00–15:30 UTC. Figure 10a shows the histograms of the unfiltered data sets. The same layers with increased cloud occurrence are observed as in Fig. 6, but in this figure information about the cloud categories is additionally provided. In the TTL at 15 to 16 km, thin and multi-layer clouds are detected by CALIOP. The CPR captures mainly multi-layer clouds and some of the thin clouds at about 13 km. At the extratropical tropopause at 11 km both sensors detect primarily multi-layer clouds, at 6.5 km thin clouds and multi-layer are detected, and in the boundary layer mainly thin and some thick clouds are observed. The high occurrence of thin clouds detected by CALIOP in the boundary layer may be explained by the averaging of CALIOP retrievals over the area of one SEVIRI pixel. The frequent occurrence of optically thin clouds in the boundary layers detected by SEVIRI can partly be caused by misinterpretation of broken clouds, being inhomogeneous on a sub-pixel scale, as thin clouds.

Reducing the data sets to the common mask, multi-layer clouds are less frequently excluded from the data set than optically thin clouds, as the underlying cloud layer facilitates cloud detection by SEVIRI. The cloud occurrence maxima of CALIOP and CPR are also recognizable in the filtered data.

<table>
<thead>
<tr>
<th>Cloud category</th>
<th>Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single layer thin</td>
<td>NLF = 1 and $\tau_{\text{cal}} &lt; 3$</td>
</tr>
<tr>
<td>Single layer thick</td>
<td>NLF = 1 and $\tau_{\text{cal}} \geq 3$</td>
</tr>
<tr>
<td>Multi-layer clouds</td>
<td>NLF &gt; 1</td>
</tr>
</tbody>
</table>

Figure 10. Histograms of the CTH of thick, thin and multi-layer clouds for 13 June 2008, 12:00–15:30 UTC. Panel (a) shows the histograms of the data as provided by the original CALIOP and CPR data sets as well as the mean of the histograms of the unfiltered SEVIRI data sets. In panel (b) only satellite pixels are taken into account for which all data sets provide a value. For multi-layer cloud situations only the uppermost CTH is considered.
sets. The mean SEVIRI histogram shows maxima of thin and thick cloud occurrences in the boundary layer, but these are less sharp than the corresponding maxima of CALIOP and CPR at 1.25 km. As primarily single layer clouds are dominant in this region, we conclude that the different shapes of the peak are not due to other cloud layers above the boundary layer clouds, but have to be explained by other reasons like for instance retrieval ambiguities due to temperature inversions, see Sect. 4.2.4. The mean SEVIRI multi-layer CTHs are more or less evenly distributed between 2 and 13 km.

Tables 9 and 10 provide the same statistics as Tables 6 and 7 but are separated into thick, thin and multi-layer clouds. For thick single layer clouds the correlation coefficients are usually greater than 0.95 in comparison to both active instruments. The mean differences to CALIOP and CPR are only a few hundred of meters for most algorithms, but LAR overestimates the CTH compared to both reference data sets by more than 600 m. The root mean square deviations are generally about 1 km.

For optically thin clouds the CTH differences tend to become negative. In particular MPF and DLR retrieve CTHs that are about 1 km lower than CALIOP and about 600 m lower than CPR. Most of the correlation coefficients are above 0.92. The root mean square deviations are between 1.5 and 2.5 km.

The lowest correlations and largest biases are observed for multi-layer clouds. The correlation coefficients are between 0.59 and 0.83 in comparison to CALIOP and between 0.64 and 0.79 in comparison to CPR. The mean SEVIRI CTHs are 2.1 km to 4.4 km lower than the mean CALIOP CTH. The biases in comparison to CPR are smaller. We find that MPF and DLR detect average CTHs more than 1 km lower than CPR, whereas the CTH of AWG is 982 m higher than CPR.

These results are summarized in the Taylor diagrams for the different cloud categories, see Fig. 11. For optically thick clouds the performance of the SEVIRI retrievals compared to CPR and CALIOP are very similar to each other. The same is true for optically thin clouds, but for multi-layered clouds, the locations of the algorithms in the Taylor plot are different comparing the CALIOP and CPR diagrams.

Figure 12 shows the mean difference and root mean square difference (rmsd) of the CTH between the SEVIRI algorithms and the active sensors as a function of the CALIOP COD $r_{cal}$. Taking all clouds into account, see upper row of Fig. 12, the SEVIRI algorithms retrieve CTHs that are about 1 km lower than the CALIOP CTH for $r_{cal} > 2$. For smaller $r_{cal}$ the SEVIRI CTHs are about 2 to 4 km lower than CALIOP depending on the algorithm. For $r_{cal} > 2$ the average rmsd is about 3 km and increases to 5 km for smaller $r_{cal}$.

The second row shows the same statistics, but for single layer clouds only. For $r_{cal} > 2$ the bias between the SEVIRI and CALIOP algorithms vanishes and the rmsd is about 1 km. For smaller $r_{cal}$ the bias and rmsd increase to up to 2 km and 3 km, respectively.

The third row of Fig. 12 shows the results for multi-layer clouds. The bias and rmsd do not systematically depend on $r_{cal}$ representing the COD of all cloud layers up to the COD where the lidar signal is saturated. The bias is about 3 to 4 km and the rmsd is about 4 to 5 km with respect to CALIOP.

We note that the bias is larger for the multi-layer clouds than for the thin single layer clouds. One reason for this is the assumption of a single layer cloud made by all SEVIRI retrieval algorithms except OCA and AWG. In theory, radiance ratioing can account for the semi-transparency of optically thin cloud layers and, therefore, can retrieve a correct CTH with its associated uncertainty (in practice this is not always the case). With a second layer underneath and the assumption of a single layer cloud, the correct CTH cannot be retrieved by definition. The best possible retrieval solution for this case is a CTH lying somewhere between the two cloud layers. Hence, there is a direct reason for a distinct low bias of the CTHs retrieved for the upper cloud layer. A second reason is the reduction of cloud cases by the common mask. For the single layer category a significant fraction of thin cirrus clouds are not captured by at least one SEVIRI algorithm and, therefore, are not included in the common mask data set. Looking at Fig. 10a, we observe that especially the thin clouds at about 15 km are often excluded by this procedure. On the other hand, for multi-layer clouds the lower cloud layer increases the chance of cloud detection, even though the uppermost cloud layer might be optically very thin. Therefore, a large fraction of multi-layer observations are still included in the common mask data set.

The second and fourth columns of Fig. 12 show the same comparison, but for CPR data. Considering all clouds, the mean SEVIRI CTH is close to the CPR CTH for all $r_{cal}$. The rmsd is about 2 km for $r_{cal} > 1.5$ and increases up to 4 km for smaller $r_{cal}$. For single layer clouds the biases are still small, only MPF shows a tendency to underestimate the CTH for optically thin clouds. The rmsd of single layer clouds is about 50 % of the rmsd of all clouds. The CTH bias with respect to CPR of multi-layer clouds shows no clear dependency on $r_{cal}$. For multi-layer clouds, the mean bias is around 0 km and the rmsd is between 2 and 4 km, but there are individual characteristics of the SEVIRI algorithms.

4.2.1 Discussion for optically thick clouds

To explain the CTH differences between SEVIRI and the reference data, it is important to take the different sensitivities of the satellite sensors into account. CALIOP, being the most sensitive instrument, see Sect. 2.1, is able to detect the CTH close to the physical one. CPR, on the contrary, is less sensitive to clouds with small optical depths. Therefore, it is expected that the CPR CTH is generally below the CALIOP counterpart.

In contrast to the active instruments, the SEVIRI CTH is derived from the observed brightness temperatures. Assuming no scattering and no absorption above the cloud, the
Because water contents are typically lower than CALIOP measurements for optically thick ice clouds. This was also recognized in previous comparison studies. The CTH detected by SEVIRI is a radiatively effective altitude; hence, the radiatively effective CTH is expected to be lower than the CTH detected by CALIOP. This is not to say that it is not possible to detect clouds with an optical depth smaller than 1 with passive imagers: the detection limits are estimated to be about 0.1 to 0.3 depending on the algorithm. Taking scattering into account, Sherwood et al. (2004) states that for optically thick clouds the 10.8 µm signal seen by passive imagers corresponds to the temperature at a level located at an optical depth of 1 to 3 measured from the cloud top. The geometric height of this level depends on the ice or liquid water content and effective particle size in the upper layers of the cloud (Minnis et al., 2008a). Because water contents are typically much smaller for ice clouds as compared to liquid clouds, the difference between the effective and physical top heights of the clouds is expected to be much smaller for liquid than for ice clouds.

Most SEVIRI algorithms treat optically thick clouds as opaque bodies or, in other words, as if they were geometrically infinitely thin. But as the measured radiance is emitted from within the upper parts of the cloud, the retrieved CTH detected by SEVIRI is a radiatively effective altitude; hence, the radiatively effective CTH is expected to be lower than the CTH detected by CALIOP. This was also recognized in previous comparison studies. Minnis et al. (2008b) found that the CTH detected by CERES-MODIS is 1.58 ± 1.26 km lower than CALIOP measurements for optically thick ice clouds. Menzel et al. (2008) established that the CTH of...
Figure 11. Taylor diagram for CALIOP (left) and CPR (right). Similar to Fig. 9, but the statistics are calculated separately for optically thick ($\tau_{\text{cal}} \geq 3$) and thin ($\tau_{\text{cal}} < 3$) single layer clouds as well as for multi-layer clouds.

Figure 12. Differences and root mean square deviations (rmsd) of the CTH between the SEVIRI and CALIOP and CPR in dependence of the CALIOP column cloud optical depth for 13 June 2008, 12:00–15:30 UTC. The uppermost row shows the results for all clouds, the second row for single layer and the third row for multi-layer clouds. The first and third columns show the comparison to CALIOP CTH, the second and fourth ones the comparison to CPR CTH. All statistics are calculated for the common mask.
MODIS collection 5 agrees with lidar measurements within 50 hPa or 1 km for high, optically thin cirrus and mid-level water clouds (both single layer). Sherwood et al. (2004) observed that the CTH of deep convective clouds derived from GOES-8 observations is 1 to 2 km below measurements of the airborne Cloud Physics Lidar (CPL) during the CRYSTAL-FACE campaign.

Looking at the statistics for optically thick clouds in Table 9, we observe that the mean SEVIRI CTH is lower than that of CALIOP for OCA, MPF and DLR. But for the other algorithms the mean CTH is higher than CALIOP. Especially LAR overestimates the CTH for thick clouds mainly as a result of overestimating low cloud heights, see Tables 11 and 12.

All SEVIRI retrievals aim for a small total CTH bias. So it is possible that an algorithm overestimates the CTH for thick clouds so that the negative bias of optically thin and multi-layer clouds is partly balanced in the overall bias. There are also other possible reasons for the observed differences between the CTH retrievals of passive and active sensors, such as different viewing geometries and different fields of view as well as the effect of the cloud top structure (Dong et al., 2008). These uncertainties may create underestimation as well as overestimation, hence, they partly compensate each other in their effect on the mean bias, whereas the differences between the effective and physical CTH does not.

### 4.2.2 Discussion for optically thin clouds

The retrieval of the CTH is more complicated for semi-transparent than for opaque cloud situations. The thermal emission from the surface and the atmosphere below the cloud contribute to the observed thermal radiances, see Eq. (5). Therefore, the cloud emissivity, the emission of the surface and atmosphere below the cloud influence the radiative transfer. For the simultaneous retrieval of CTH and the cloud emissivity, it is necessary to use at least two thermal channels. It is expected that the uncertainty of the retrieved CTH increases with decreasing emissivity of the cloud, as the difference between clear and cloudy sky radiances \( I_C - I_{\text{cl}} \) used for the CTH retrieval becomes small, see Eq. (12). Uncertainties arise not only from the assumptions made for the water vapor profile as well as the surface temperature and emissivity, but also from instrument noise, spectral response function errors and radiative model approximations (Menzel et al., 2008).

Smith and Platt (1978) noted that on average the CTH derived by CO_2 slicing is located at the height corresponding to half of the optical thickness for optically thin clouds. During the validation of the SEVIRI retrievals, we noticed cases of optically thin clouds, where retrieved SEVIRI CTHs lie far below the cloud’s mid-level height and sometimes even below the cloud base. This has also been observed in other studies. It was found that CTH differences between passive instruments and lidar retrievals may be as large as 3 km for thin cirrus clouds, in particular for geometrically thick but tenuous clouds (Holz et al., 2006, 2008; Chang et al., 2010). This issue seems to affect many algorithms and needs to be researched in more detail.

### 4.2.3 Discussion for multi-layer clouds

The retrieval problems of multi-layer clouds are similar to that of optically thin clouds, but additionally the properties of the lower cloud layer are unknown. Assuming a single layer in multi-layer cloud situations results in a retrieved CTH that is representative of a radiative mean between the two cloud layers (Baum and Wielicki, 1994). Looking at the multi-layer segment between 1° S and 5° N in Fig. 5, the CPR retrieves
In recent publications several approaches have been suggested to detect multi-layer cloud situations (Pavolonis and Heidinger, 2004; Chang and Li, 2005b; Minnis et al., 2007; Chang et al., 2010; Joiner et al., 2010; Wind et al., 2010; Watts et al., 2011, and references therein). Some of these methods are not directly applicable to SEVIRI observations as not all used satellite channels are available. But, nevertheless, they are inspiring examples for the further development of SEVIRI retrievals.

4.2.4 Low clouds

In this section clouds in the boundary layer are discussed including marine stratocumulus and trade wind cumulus clouds. As we discussed in Sect. 4.2.1, the radiatively effective CTH is below the physical one. Dong et al. (2008) estimate that the effective CTH is located about 100 m to 500 m below the cloud top for typical liquid water contents of a boundary layer cloud. Looking at Tables 11 and 12, the CTHs of the OCA and DLR algorithms are slightly lower than CALIOP. The overestimation of MFR, GSF and LAR cannot be explained by the difference of effective and physical CTH, but by possible retrieval ambiguities caused by the temperature inversions as discussed in this section.

Tables 11 and 12 provide the statistics for clouds with a CALIOP CTH lower than 3.25 km. As we define boundary layer clouds using the CALIOP CTH (and do not restrict the SEVIRI results to this height range), it is expected that the correlation coefficients are smaller than in the overall statistics in Tables 6 and 7. Another consequence is that the standard deviations of the SEVIRI data sets are larger in comparison to the CALIOP data set. Most of the SEVIRI algorithms derive a mean CTH larger than the CALIOP and CPR measurements, especially GSF, LAR and MFR. The correlation coefficients are between 0.255 (DLR) and 0.605 (OCA) for CALIOP and between 0.295 (DLR) and 0.638 (MPF) for CPR. Most rmsd values are somewhat larger than 1 km, whereas the ones for MPF, OCA and DLR are smaller than 1 km for both CALIOP and CPR.

In Fig. 13 we take a closer look at a homogeneous maritime boundary layer cloud to investigate this overestimation. The track is the southernmost part of the boundary layer area marked in blue in Fig. 5 ranging from 25.95° S to 25.20° S. The CALIOP and CPR measurements indicate that the cloud top is very flat. The average CTHs detected by CALIOP and CPR are 1.3 and 1.4 km, respectively. For this particular case, most of the SEVIRI algorithms derive a CTT of about 281 K, but the retrieved CTHs differ by as much as 1.8 km. For the conversion of the observed brightness temperature to a CTH, assumptions about the temperature profile have to be made.

In the following, we discuss the challenges of the CTH retrieval of low clouds in general terms. First, the conversion from temperature to height may be ambiguous in the case of temperature inversions (e.g., Holz et al., 2008, Fig. 11). A commonly used, pragmatic approach is to choose the first
height as CTH, where the observed CTT matches with the atmospheric temperature, going through the temperature profile from the surface upwards (bottom-up approach). This method might lead to large underestimation of the CTH. Vice versa the top-down approach might lead to a large overestimation. Second, even small uncertainties in the atmospheric temperature profiles may lead to a substantial displacement of the retrieved CTH; in particular, when a local temperature minimum below a temperature inversion is missed by the bottom-up retrieval. Possible reasons for uncertainties in the temperature profile are the vertical resolution of the NWP model the profile is taken from, smoothing by the horizontal interpolation from the model grid to the place of observation and/or a temporal mismatch between simulated temperature profile and observation (Menzel et al., 2008). Additionally, the assimilation and forecast process of the NWP model have some uncertainties, in particular in the boundary layer.

In Fig. 13 the boundary layer clouds are located at 1.3 km according to CALIOP. This corresponds to the top of the boundary layer and is the central height of the temperature inversion. The temperature profile in Fig. 13 fails to reproduce the observed temperature minimum of 281 K by almost 2 K. A possible explanation that the observed relative temperature minimum of 281 K is not reached at this height could be an underestimation of the boundary layer thickness by about 500 m, assuming the same lapse rate as in the lower boundary layer.

The SEVIRI retrievals of this study derive the CTH of low clouds with following methods: The EUM algorithm uses a bottom-up approach to derive the CTH. According to the assumed ECMWF temperature profile, EUM misses the correct cloud location at the temperature inversion. The observed CTT of 281 K translates into a CTH of 2.9 km as it is retrieved by the EUM algorithm, see Fig. 13. Compared to CALIOP, EUM overestimates the CTH by about 1.6 km for this particular segment. The approach of the MPF algorithm is similar to EUM, but MPF uses an inversion correction (Lutz et al., 2011). If an inversion is detected, CTP and CTT are readjusted to the properties of the inversion. Therefore, the reported CTT of 284 K is also different from other SEVIRI retrievals.

CMS also corrects the CTH when an inversion is detected. If the temperature profile contains an inversion and the observed CTT is close enough to the temperature minimum of this inversion (5 K in case of a non subsident and 10 K in case of a subsident thermal inversion), the CTH is adjusted to the height of the inversion. A thermal inversion is called subsident if the relative humidity between 850 and 600 hPa is lower than 30%. The exact location of the replaced CTH depends on the inversion properties. In contrast to MPF, the CMS algorithm does not modify the CTT accordingly.

Instead of using data from NWP models, the temperature profile in the lower atmosphere can also be extrapolated from the surface temperature assuming a constant lapse rate (Minnis and Harrison, 1984; Minnis et al., 1992). Many strategies for calculation of the lapse rate have been suggested: Holz et al. (2008) found an overestimation of about 1 km for marine low-level stratus clouds for MODIS collection 5 when matching the observed radiance to temperature and water vapor profiles from the Global Data Assimilation System (GDAS). They noted that the overestimation is reduced remarkably when using a constant lapse rate and the GDAS ocean surface temperature. Dong et al. (2008) compared CERES-MODIS with lidar measurements from the ARM site. They selected cloud situations such that only fully covered, single layer stratus clouds were examined and it was found that the effective CTH was 0.534 km lower than the cloud tops retrieved from lidar–radar measurements when using a constant lapse rate. In contrast when using temperature profiles from the Goddard Earth Observing System (GEOS) model or soundings from the ARM site, the bias of the CTH retrieval reversed its sign and MODIS overestimated the physical CTH by 0.669 and 0.396 km, respectively.

Wu et al. (2008) suggested to calculate a local climatological lapse rate by using collocated measurements of AMSR-E, CALIOP and MODIS. A zonally dependent lapse rate was derived with this approach. The implementation and benefits of this method for the MODIS collection 5 and 6 data sets are described in Menzel et al. (2008) and Baum et al. (2012).

GSF and LAR make use of the lapse rate method for the retrieval of the CTH of low clouds. The GSF algorithm retrieves the CTH by optimal estimation. But for low clouds (CTP > 600 hPa), this result is replaced with a result of a radiance fitting algorithm. Over land, the 10.8 µm brightness temperature is matched to a NWP temperature profile. Over the ocean the 10.8 µm brightness temperature is matched with the temperature profile constructed with a constant lapse rate. For the case investigated in Fig. 13 in August 2013 at 25° S over ocean, GSF assumes a temperature gradient of 5.4 K km⁻¹. The constructed temperature profile is illustrated in Fig. 13. The approach of LAR is similar and described in detail by Minnis et al. (2010).

In future the approach of a zonally dependent lapse rate used for the LAR and GSF algorithms will be refined even further. Sun-Mack et al. (2014) demonstrated that this method on average results in a CTH overestimation over the marine stratus areas. Regionally and seasonally dependent lapse rates remove the longitudinal biases introduced by the zonal mean lapse rates and significantly reduce the CTH uncertainties for low clouds. Spatially resolved lapse rate climatologies are being used in the CERES Edition 4 analyses of MODIS data and will be used in future LAR analyses.

\footnote{The version of the MFR algorithm in 2014 uses the same CTH correction for temperature inversions. But the MFR data set used in this study was submitted in 2006 when the MFR algorithm did not yet have this feature.}
In summary, the choice for one specific method to convert CTT to CTH in the boundary layer depends on the accuracy of the NWP temperature profile and details of the construction of temperature lapse rate. Different approaches must be individually calibrated to provide optimal results for CTH retrievals. Therefore, this issue will remain subject of future investigations.

Apart from the temperature profile, some other issues complicate the retrieval of the CTH for low clouds. The observed brightness temperature is influenced by the water vapor profile. For both water vapor and temperature, the simulation uncertainties of NWP models are generally greatest near the surface. Furthermore, boundary layer clouds are often broken. Hence, the measured signal is also influenced by the cloud fraction and the surface. Another challenge is that in cases of strong inversions, the droplets in the cloud top may actually be colder than the ambient air as a result of evaporation and radiative cooling (Painemal et al., 2013). This would preclude a match of a temperature profile of an NWP model or radiosonde with the observed CTT at the correct CTH. Moreover, the difference between the surface and cloud top temperatures is small and therefore also the difference between clear and cloudy sky thermal radiances. Undetected aerosols and thin cirrus clouds above the boundary layer clouds may influence this small clear–cloudy radiance difference. In these cases the observed brightness temperature decreases; and hence, the derived CTH is distorted upwards. Finally, in cold regions (otherwise negligible) the instrument noise is noticeable and hampers the CTH retrieval.

5 Conclusions

In this paper ten SEVIRI cloud top height data sets from different research institutes in Europe and the USA are compared and validated. For this purpose, a retrieval database of five golden days was installed within the framework of the Cloud Retrieval Evaluation Workshop (CREW). It is the first time since the pre-ISCCP algorithm inter-comparisons (Rossow et al., 1985) that such a large number of Level 2 algorithms are evaluated with exactly the same methodology.

In the first part of the paper, we describe the retrieval methods and compare the SEVIRI CTH retrievals with each other. All retrievals capture the latitudinal distribution of the CTP similarly. The retrievals deviate from each other by less than 20 % in the extratropics and by less than 40 % in the tropics. We observe that the largest differences of the retrieved cloud top pressure values occur for broken clouds, thin cirrus layers and multi-layer clouds, in particular in the vicinity of tropical deep convection. The best agreement between the SEVIRI algorithms is found for marine stratocumulus that are closest to fulfilling the common retrieval assumption of horizontal homogeneity. In addition, the algorithms agree well for the centers of deep convective systems, where clouds are optically thick. Most algorithms retrieve a vertical frequency distribution of cloud top heights with two maxima: the first maximum is located between 700 and 900 hPa (between 1 and 3 km) representing boundary layer clouds and a second maximum between 200 and 300 hPa (between 9 and 12 km) corresponding to high cirrus and deep convective clouds.

In the second part of the paper, we compare the SEVIRI retrievals with observations from CALIOP and CPR along the path of the A-train satellite constellation. The cloud data sets are reduced to cases for which all data sets provide a retrieved CTP, the so called common mask, to exclude the effect of the individual cloud detection methods and to focus on the differences among the CTH retrievals. As result, many CALIOP observations of optically thin clouds are excluded in this way from the analysis. As CPR suffers from ground clutter and deviation of the SEVIRI cloud detection for broken cloud fields, some boundary layer clouds are also excluded.

For the CALIOP and CPR data sets with their individual cloud masks, the vertical cloud occurrence distributions show relative maxima at the heights of the tropical tropopause layer, the extratropical tropopause, the melting layer (6.5 km) and the boundary layer. After reducing the data sets to the common mask, these maxima are less pronounced. For most SEVIRI retrievals, only the maxima at the boundary layer and the tropopause can be identified. The correlations of the SEVIRI data sets with CALIOP and CPR measurements are between 0.77 and 0.90. The mean SEVIRI CTHs are 1.1 to 2.5 km lower than the CALIOP measurement, as CALIOP is more sensitive to optically thin clouds. The differences between the SEVIRI CTHs and CPR range from −0.8 to 0.6 km.

Following this, we repeat the same validation, but this time the cloud structures are separated into three regimes: optically thin and thick single layer clouds and multi-layer clouds. For optically thick single layer clouds the correlation coefficients between the SEVIRI and the reference data sets are generally above 0.95 and the biases are on the order of a few hundred meters.

The retrieval uncertainty for optically thin clouds is greater than for optically thick clouds. The correlation coefficients between the SEVIRI and the reference data sets are larger than 0.92. The mean SEVIRI CTHs are 0.2 to 1.1 km lower than CALIOP measurements. In comparison to CPR, the mean CTHs are similar for most algorithms, but two groups underestimate the CTH by more than 600 m.

The CTH retrieval is very challenging for multi-layer clouds. The SEVIRI algorithms yield mean CTHs that are 2.1 to 4.4 km lower than the uppermost CALIOP CTHs and the correlation coefficients are between 0.59 and 0.83. In comparison to CPR, most SEVIRI algorithms retrieve similar mean CTHs, but for three algorithms the mean CTH is about 1 km lower than and for one algorithm about 1 km higher than the CPR measurement. The correlation coefficients are between 0.64 and 0.78.
Additionally, a detailed analysis of the dependencies of the bias and root mean square difference (rmsd) of the SEVIRI algorithms on the CALIOP cloud optical depth $\tau_{\text{cal}}$ for single and multi-layer clouds is examined. The bias and rmsd are greater for small $\tau_{\text{cal}}$. For single layer clouds bias and rmsd are roughly half as large as for all cloud cases.

A promising way to improve CTH retrievals for multi-layer situations is to extend the cloud retrieval methods commonly assuming a single layer cloud situation so that they are able to derive cloud properties for a second underlying cloud layer, as done by Watts et al. (2011). The use of more SEVIRI satellite channels, especially the water vapor channels 6.2 and 7.3 $\mu$m, is required for this approach.

Finally, we investigate the accuracy of the SEVIRI retrievals for low clouds. We perform a small case study for a horizontally homogeneous marine stratocumulus region. Most of the algorithms slightly overestimate the CTH compared to CALIOP. The CTH deviations are primarily caused by uncertainties in and limited vertical resolution of the assumed atmospheric temperature profile. In the case of temperature inversions, the CTH retrieval solution may be ambiguous. The correct solution can even be missed, if the temperature profile does not represent the temperature inversion accurately enough. Therefore, some groups use alternative approaches trying to avoid these issues. If an inversion is detected, the MPF algorithm changes the CTH to the height of the inversion. The algorithm also adjust the CTT accordingly, hence, the CTT is different to the other algorithms. The CMS algorithm uses the height of the temperature inversion as CTH as well, if the CTT is slightly lower than the minimum temperature at the inversion. But CMS does not adjust the CTT according to the temperature profile. The GSF and LAR algorithms use fixed or climatological lapse rates for marine stratocumulus regions instead of the data from NWP models for clouds below 600 hPa over the ocean. In this way, no ambiguities occur. Even though the problems of retrieving the CTH of boundary layer clouds are known, this issue will remain the subject of future research.

This is the first paper presenting a validation using the CREW database. As many more cloud parameters are included in this database, various future studies are possible. A comparison of cloud detection abilities would be very useful to work towards a common definition of a cloud mask, especially for broken and optically thin clouds. A comparison of the cloud phase, cloud optical depth and cloud effective radius would help to understand retrieval uncertainties and facilitate the use of retrieval data sets for the validation of weather and climate models. The CREW project plans to extend the validation to other satellite sensors, other domains and time periods. The CREW database already contains AVHRR, MODIS and POLDER, while some groups intend to analyze common data sets from VIIRS. The DAR-DAR data set (Delanoë and Hogan, 2008, 2010) would be another useful data set for the validation of passive imager retrievals. Finally, multi-retrieval validation of NWP model data are foreseeable, where the comparability of the model data could be achieved, for example, by simulating synthetic satellite observation using the CFMIP Observation Simulator Package (COSP, Bodas-Salcedo et al., 2011).

Our project website www.icare.univ-lille1.fr/crew provides further information about intentions and goals of the CREW project, the CREW database and participating institutes as well as the inter-comparison and validation methods. It also gives an overview of the four CREW meetings in 2006, 2009, 2011 and 2014, including the workshop program and the participant lists, provides contact information of the scientific board of CREW and gives access to reports and documents. All institutions with an advanced retrieval for cloud physical properties are invited to join the CREW validation activities.
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