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Abstract. Vertical column densities (VCDs) of SO\textsubscript{2} retrieved by a Pandora spectral sun photometer at Fort McKay, Alberta, Canada, from 2013 to 2015 were analysed. The Fort McKay site is located in the Canadian oil sands region, approximately 20 km north of two major SO\textsubscript{2} sources (upgraders), with total emission of about 45 kt yr\textsuperscript{-1}. Elevated SO\textsubscript{2} VCD values were frequently recorded by the instrument, with the highest values of about 9 Dobson Units (DU; DU = 2.69 × 10\textsuperscript{16} molecules cm\textsuperscript{-2}). Comparisons with co-located in situ measurements demonstrated that there was a very good correlation between VCDs and surface concentrations in some cases, while in other cases, elevated VCDs did not correspond to high surface concentrations, suggesting the plume was above the ground. Elevated VCDs and surface concentrations were observed when the wind direction was from south to southeast, i.e. from the direction of the two local SO\textsubscript{2} sources. The precision of the SO\textsubscript{2} measurements, estimated from parallel measurements by two Pandora instruments at Toronto, is 0.17 DU. The total uncertainty of Pandora SO\textsubscript{2} VCD, estimated using measurements when the wind direction was away from the sources, is less than 0.26 DU (1\textsigma). Comparisons with integrated SO\textsubscript{2} profiles from concurrent aircraft measurements support these estimates.

1 Introduction

Sulfur dioxide (SO\textsubscript{2}) plays an important role in Earth’s atmospheric chemistry and climate. It forms sulfate aerosols that influence weather and climate and leads to acid deposition through the formation of sulfuric acid (H\textsubscript{2}SO\textsubscript{4}) (Hutchinson and Whitby, 1977). It is also a designated criteria air pollutant in many countries that poses a direct hazard to public health (Longo et al., 2010; Pope and Dockery, 2006). Active volcanoes are the primary natural source of SO\textsubscript{2}, while coal-burning power plants, smelters, and oil refineries are the primary anthropogenic emitters of SO\textsubscript{2} into the atmosphere. In Canada, the majority of SO\textsubscript{2} emissions come from three sources: 32\% from smelting and refining for non-ferrous metals, 22\% from coal-fired electricity generation, and 21\% from the petroleum industry (Wood, 2012). One of the largest sources of atmospheric pollutants, including SO\textsubscript{2}, in Canada is the oil sands operations. Located in the province of Alberta, the oil sands contain vast deposits of bitumen oil mixed with sand, clay, and water. Environmental and health concerns associated with the oil sands operations, including air quality and acid deposition, are well known (Kelly et al., 2010). Highly elevated levels of SO\textsubscript{2} over the oil sands area have been detected there (Simpson et al., 2010) and are a subject of concern. Due to the large size of the oil sands operation area, satellite measurements are an appealing approach for air pollution monitoring in this region.

The applications of satellites for monitoring SO\textsubscript{2} have been progressing rapidly during the last 2 decades. They are widely used to monitor volcanic (Carn et al., 2003, 2013; Fioletov et al., 2013; Krueger et al., 2000; Rix et al., 2012; Theys et al., 2013) and anthropogenic sources (Carn et al., 2007; Clarisse et al., 2011; Eisinger and Burrows, 1998; Fioletov et al., 2011, 2013; de Foy et al., 2009; Georgoululas Published by Copernicus Publications on behalf of the European Geosciences Union.
et al., 2009; Lee et al., 2011; Nowlan et al., 2011; Thomas et al., 2005; Krotkov et al., 2016). More recently, satellites have been used for monitoring SO$_2$ (and NO$_2$) emissions and trends in the oil sands region (McLinden et al., 2015, 2012, 2014). Many satellite instruments provide vertical column densities (VCDs) once a day, but derivation of surface concentrations from them is not straightforward (Knepp et al., 2015). Time-resolved ground-based measurements of the same quantity, VCD, help both in the validation of satellite measurements and the facilitation of a better interpretation of satellite data and their links to surface concentration (Richter et al., 2013).

Ground-based observations of SO$_2$ VCDs were first made by Brewer spectrophotometers, using the strong absorption features of SO$_2$ in the ultraviolet (UV) part of the spectrum (Kerr et al., 1988). The Brewer spectrophotometer operating in the direct-sun (DS) mode measures UV at five wavelengths between 306 and 320 nm to retrieve column ozone and SO$_2$. Such measurements have been used to monitor volcanic SO$_2$ (Krueger et al., 1995) and anthropogenic SO$_2$ in extreme pollution events (De Backer and Muer, 1991; Zerefos et al., 2000). The uncertainty of the Brewer DS SO$_2$ measurements is about 1–2 Dobson Units (DU, where 1 DU is equal to 2.69 × 10$^{16}$ molecules cm$^{-2}$) and is typically insufficient for air quality applications. A Brewer spectrometer can also measure global spectral UV irradiance on a horizontal surface in the spectral range 290–325 or 286–363 nm (depending on the type) with a 0.5 nm increment. Pronounced SO$_2$ absorption features were seen in these global UV spectra when SO$_2$ amounts were high (Bais et al., 1993). SO$_2$ VCD can be even derived from such global spectral UV measurements (Fioletov et al., 1998). However, this method of SO$_2$ VCD retrieval is less sensitive than the Brewer DS method and has the detection limit of about 5 DU. A more accurate method (with an uncertainty as low as 0.13 DU) based on Brewer “group-scan” spectral direct-sun radiation measurements at 45 wavelengths from 306 to 324 nm was developed (Kerr, 2002), but not widely implemented due to its complexity.

The ground-based multi-axis differential optical absorption spectroscopy (MAX-DOAS) method is another technique used for ground-based SO$_2$ retrievals. The method is based on scattered sunlight measured in the UV part of the spectrum at different elevation angles with data analysed using the DOAS technique (Platt and Stutz, 2008). In addition to total VCD, the method can provide some information on the vertical profile. It was widely used for measurements of volcanic SO$_2$ under the Network for Observation of Volcanic and Atmospheric Change (NOVAC) project (Galle et al., 2010). Only a few studies have focused on MAX-DOAS measurements of anthropogenic SO$_2$ (Wang et al., 2014; Wu et al., 2013; Theys et al., 2015). The uncertainty of the retrieved SO$_2$ estimated from the spectral fitting error is about 0.1 DU (Wang et al., 2014).

Pandora (SciGlob, http://www.sciglob.com/) is a recently developed instrument for UV and visible spectral measurements, which was primarily designed for direct-sun observations, but is also capable of conducting zenith sky (ZS) and MAX-DOAS measurements. Similar to the Brewer instrument, it tracks the sun, but as it measures the entire spectrum at once, a DOAS-type algorithm can be applied. The instruments were used in several NASA Deriving Information on Surface Conditions from Column and Vertically Resolved Observations Relevant to Air Quality (DISCOVER-AQ) campaigns. DISCOVER-AQ is a series of field missions with an overarching objective to improve the interpretation of satellite observations to diagnose near-surface conditions relating to air quality (Reed et al., 2015). It has been demonstrated that Pandora can successfully measure total column ozone and NO$_2$ (Herman et al., 2009, 2015; Tzortziou et al., 2012, 2015). The instrument characteristics are suitable for total column SO$_2$ measurements, but available information on Pandora SO$_2$ measurements is very limited (Knepp et al., 2015). This is probably a result of most Pandora instruments being deployed away from major SO$_2$ sources. In 2013, a Pandora instrument, along with other instrumentation, was deployed to the oil sands region where relatively high SO$_2$ column amounts are common (McLinden et al., 2012; Simpson et al., 2010). This made it possible to establish optimal retrieval procedures for the Pandora SO$_2$ measurements, estimate uncertainties, and study the relationship between total columns and surface concentrations.

2 Instruments and locations

The Pandora spectrometer system is based on an Avantes symmetric Czerny-Turner optical bench design with a 2048 CCD linear array detector. The Pandora spectrometer system consists of an optical head sensor, mounted on a computer controlled sun-tracker and sky-scanner, and connected to an Avantes array spectrometer by means of a 400-micron core single strand multi-mode optical fibre. It operates in the 280–530 nm spectral range with a 0.6 nm slit function width (full width at half maximum). A detailed description of the instrument is given by Herman et al. (2009). Wavelength calibration and slit functions for Pandora instruments were determined by the manufacturer from lamp emission lines (Hg, Cd, Cu, In, Mg, Zn). Wavelength stability is validated during instrument operation by an analysis of the solar Fraunhofer line structures. Stray light in the 304 to 330 nm range (used for SO$_2$ retrievals) is reduced by utilizing a U340 (280–380 nm) band pass filter with a cut-off limit at 380 nm. Further stray light correction by the Pandora processing software is obtained from pixels corresponding to 280 to 285 nm, which contain almost zero direct illumination. We used the instrument in DS and ZS modes but will limit this study to DS measurements only. To allow for the detection of different absorbers, the instrument periodically measures UV
spectra with the U340 filter on and off, with an interval of about 90 s.

In 2013, Environment Canada (EC) acquired two Pandora sun spectrometers from SciGlob. One of them, with Serial Number 104, after a 3-week testing period at Toronto, was deployed to Fort McKay (57.184° N, 111.64° W) in the oil sands region, where it began operations on 15 August 2013. The instrument head was mounted on a tripod, and the spectrometer and computer were installed in waterproof plastic housing (Fig. 1, left). The head and the housing were connected by 10 m long optical, data, and power cables. Such configuration provided a rapid deployment of the instrument, but it could not withstand a cold Alberta winter. The instrument was shipped back to Toronto on 3 December 2013. It was then redeployed on 21 August 2014 in a different configuration with the instrument head installed on the roof of the EC instrument trailer, while the spectrometer and computer were installed inside the trailer in a temperature-controlled environment (Fig. 1, right).

The site at Fort McKay is equipped with various instruments for air quality measurements. In this study, we used the in situ measurements of SO2 as well as the wind speed and direction data provided by Recordum Airpointer suite of instruments (http://recordum.eu/recordum-airpointer/). According to the manufacturer, the precision of SO2 measurements is about 1 ppb. The Airpointer reports data with a 1 min time resolution. We used 10-min averages matched with 10 min averaged Pandora data.

Fort McKay is a small town (population of 600) surrounded by five oil sands surface mining facilities to the north and south. There are two major SO2 sources located south of Fort McKay: the Syncrude Mildred Lake plant is located 16 km to the south of Fort McKay and the Suncor Millenium Plant 23 km south–south-east. According to the National Pollutant Release Inventory (NPRI, http://www.ec.gc.ca/inrp-npri), the 2014 annual emissions were about 26 and 17 kt of SO2 per year from the Syncrude and Suncor facilities, respectively. There is also a source (Horizon Oil Sands processing plant and mine) 18 km north, but the emission from that source are 4 kt per year. There are hundreds of kilometres of pristine boreal forests to the west and east from Fort McKay with no SO2 sources. Thus, the pollution level at Fort McKay is largely dependent on the wind direction.

Another Pandora instrument (S/N 103) was installed on 14 October, 2013 on the roof of the EC building at Downsview (43.782° N, 79.47° W), a typical urban location in Toronto. The instrument head was mounted on a tripod, but the spectrometer and computer were located inside the building and connected to the head by a 10 m cables. The same configuration was used for Pandora 104 when the instrument was in Toronto. The two instruments were run side-by-side from January to June 2014, making a direct comparison possible. According to NPRI, there are no large SO2 emission point sources in the vicinity of the EC building in Toronto, but there are multiple sources with emissions under 10 kt per year in the area. The largest source with total emissions of about 12 kt per year is a cluster of plants on the west coast of Lake Ontario, about 60 km from the site.

3 Pandora’s SO2 algorithm and data

The Pandora Operation and Analysis Software Suite (Version 1.6, available from http://avdc.gsfc.nasa.gov/pub/tools/Pandora/install/) was used for data processing and retrieval. The software can be configured to include a specific set of retrieved species and to use an extraterrestrial reference spectrum. The information about the retrieval algorithm and configuration settings is available from the software manual. In particular, the software allows for the selection of a spectral fitting window. MAX-DOAS retrievals tend to use narrow spectral windows to avoid differences in the air mass factors (µ) for individual wavelengths within the window caused by differences in optical paths due to scattering. This factor is far less important for DS measurements.

The first step in the Pandora spectral fitting algorithm is to subtract the irradiance logarithm of the measured spectra from the irradiance logarithm of the reference spectrum. Then, a simultaneous least-squares fit is applied to the difference between measured and reference spectra (see Herman et al., 2009 for details) as illustrated by Fig. 2. The fitted functions are a low-order polynomial, the absorption spectra of SO2, ozone, and other atmospheric absorbers, and wavelength shift and squeeze functions.

The Pandora standard algorithm uses a SO2 absorption cross section at 295 K (Vandaele et al., 1994) in the retrieval. As the SO2 absorption cross section possesses very distinct absorption features (Fig. 3a), a wider fitting window, including more spectral lines, should reduce the uncertainties of the retrievals. Figure 3 also shows SO2 values retrieved for the 304–311, 311–330, 304–330, and 306–330 nm spectral windows based on measurements taken at Fort McKay on 14 September 2013 (Fig. 3c), and at Downsview on 16 March 2014 for both instruments (Fig. 3b and d). It is evident from
the plot that the first two windows produce SO$_2$ values that have a much larger scattering than the values retrieved based on the entire 304–330 nm spectral window. The SO$_2$ absorption spectrum has strong peaks in the 304–311 nm spectral window, but the absolute signal is weaker and the stray light is higher than in the 311–330 nm spectral window. However the weaker SO$_2$ absorption features in 311–330 nm result in increased sensitivity to the influence of ozone and possibly other absorbers.

The 306–330 nm spectral window was used in this study. When SO$_2$ is high, the values retrieved using all four spectral windows are very similar. The retrievals using the 306–330 nm spectral window are nearly identical to those obtained for the 304–330 nm window, but produce slightly lower uncertainties. The software also has the option to use a prescribed extraterrestrial spectrum or to generate it from the measurements (“synthetic reference spectrum”). Both options were tested and the latter option was used as it produces slightly smaller uncertainties. The synthetic reference spectrum is derived from an average of the logarithms of about 100 low integration time spectra measured near noon in Toronto. Then, the slant column amount for each trace gas in this spectrum was estimated and added to the spectrum to get an “absorption-free” reference spectrum (see Herman et al., 2009 for details). Note that the synthetic reference spectrum was established from clear sky measurements in Toronto before each instrument deployment to Fort McKay and then used to process all subsequent data. SO$_2$ VCDs at Toronto are low, so the synthetic reference spectrum is close to an SO$_2$ absorption-free reference spectrum. The calibration procedure discussed below removes any biases caused by remaining SO$_2$ signals in the reference spectrum.

Several criteria were used for data filtering. The instrumental integration time varies from 4 to 4000 ms depending on the signal strength. To exclude measurements when the sun was covered by clouds, a 500 ms cut-off limit was used as a quality control tool: measurements that required more than 500 ms integration time were rejected. Furthermore, for high sun elevations, lower cut-off limits were used: 300 ms for air mass ($\mu$) value $\mu < 3$ and 100 ms for $\mu < 2$. Measurements taken at $\mu > 5$ were not used. In addition to SO$_2$ vertical column calculation, the Pandora data processing software calculates its statistical uncertainty. After the filtration by the integration time, the statistical fitting uncertainties are less than 0.05 DU for 60 %, and between 0.05 and 0.15 DU for about 30 % of all retrieved VCD values. The remaining 10 % have higher uncertainties and are related to measurements at low sun position or under very thin clouds, but some of them can still be useful. Only data with a fitting uncertainty of SO$_2$ VCD < 0.35 DU were used.

All data were processed with the both reference spectra and with several spectral windows. Then all retrieved SO$_2$ values for each measurement were compared. We encountered one practical problem related to the fitting algorithm that appears when the SO$_2$ amount is close to zero and the measurements are relatively noisy (e.g. due to thin clouds). In general, the 306–330 nm spectral window and the synthetic spectrum give the best results, but on some occasions, that fitting algorithm finds the best fit with a small wavelength offset and an artificially elevated SO$_2$ value (by as much as 1 DU compared to the values for the other reference spectrum or for the same spectrum, but different fitting windows). Only 2–3 % of the data are affected by this error, but they are very noticeable on time series plots. A simple filtering by the standard error of retrieved SO$_2$ (< 0.2 DU) and/or by the wavelength offset removes these erroneous data, but it can also remove some valid observations. As mentioned, there are two options for the reference spectrum: an independently measured extraterrestrial spectrum (“prescribed refer-
If, however, the reference spectrum is not absolutely correct, and median values as a function value should be scattered around the zero line, so the mean (or median) values of slant column are not constant, but mean (or median) values of slant column amount in the atmosphere. There are two potential complications: first, the mean (or median) values of slant column amount in the atmosphere and therefore it cannot be used as a reference in the calibration procedure. However, the low percentiles (e.g. 5th, 10th, or 25th) of slant column values are close to the same percentiles for clean conditions as they correspond to conditions with no SO$_2$ in the atmosphere (e.g. when the wind is from the west where there is no sources). This makes them suitable for determining the absolute slant column amount in the reference spectrum as the mean value for the no SO$_2$ atmosphere. There are two potential complications: first, the low percentiles could be biased low relative to zero SO$_2$ absorption. Similarly, if the ozone absorption is not accounted for completely, the fitting procedure could produce a residual SO$_2$ signal that depends on $\mu$. Thus, even in the case with no SO$_2$ in the atmosphere, the mean (or median) values of slant column are not constant, but can be described as a linear function (in the simplest case) of $\mu$. That function could be used as a reference corresponding to zero SO$_2$ slant column values in the SO$_2$-free atmosphere.

Figure 4 (top) shows slant column SO$_2$ measured at Fort McKay in August–September 2013 as a function of the air mass factor $\mu$. In the absence of any SO$_2$, the slant column values should be scattered around the zero line, so the mean and median values as a function $\mu$ of should be equal to zero. If, however, the reference spectrum is not absolutely correct, it may contain structures that the fitting procedure interprets as a contribution from SO$_2$ absorption. Similarly, if the ozone absorption is not accounted for completely, the fitting procedure could produce a residual SO$_2$ signal that depends on $\mu$. Thus, even in the case with no SO$_2$ in the atmosphere, the mean (or median) values of slant column are not constant, but can be described as a linear function (in the simplest case) of $\mu$. That function could be used as a reference corresponding to zero SO$_2$ slant column values in the SO$_2$-free atmosphere.
that bias. Second, the standard deviation of the scattering increases with the air mass factor as the signal strength declines, resulting in higher errors and lower values in the low percentiles.

The intercept \((a)\) and slope \((b)\) of different percentile lines were determined by a method that is based on quintile regressions (Koenker and Bassett, 1978). Once the slope and intercept of the reference line are known, the VCD values can be derived from slant column density \((SCD)\) as \(VCD = \frac{SCD - a}{\mu - b}\). This selection of a particular percentile line as a reference introduces a bias that can be corrected using the information about measurement uncertainties as discussed below. We used the 25th percentile in our calculations. Note that the slopes of the percentile lines are very similar, and the difference between the 25th percentile intercept and 50th or 10th percentiles intercepts for VCDs is +0.16 and −0.12 DU respectively.

The fact that the slope of the regression line for the SCD vs. \(\mu\) in the absence of \(SO_2\) is negative may seem counterintuitive, but the spectral fitting procedure is dominated by the ozone signal. A small imperfection in accounting for ozone absorption can be compensated by a biased \(SO_2\) signal. As the shape of the ozone profile and the temperature of the ozone layer change throughout the year, this calibration procedure was applied on a monthly basis. The correction to the VCD (that is equal to \(-a/\mu - b\)) introduced by this calibration procedure is not negligible and changes throughout the year. For \(\mu = 3\), the correction value ranges from −0.15 DU in October to 0.55 DU in May.

Estimation of the instrument precision would be an easy task if we could install the instrument in an \(SO_2\)-free location, but this was not the case for our sites. However, the side-by-side operation of two instruments at Toronto made it possible to study the precision of Pandora’s \(SO_2\) measurements. Figure 5 shows a scatter plot of the \(SO_2\) values by the two instruments from 16 January 2014 to 31 July 2014 when both instruments were at the Downsview site. Typically, the \(SO_2\) VCD values in Toronto are relatively small, less than 1.7 DU. The correlation coefficient between the measurements of the two instruments shown in Fig. 5 is 0.7. Using Grubbs estimation method (see Appendix A for details) and assuming that there is no multiplicative bias between measurements, we can calculate that the standard deviations of instrument errors are 0.18 and 0.16 DU for Pandora 103 and 104 respectively.

This information about the instrument errors can be used to reduce the effect of an arbitrary selection of the percentile line as a reference used by the calibration procedure. If we assume that the instrumental errors have a Gaussian distribu-
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**Figure 4.** Top: slant column densities derived from 306 to 330 nm spectral fitting of Pandora 103 data at Fort McKay in August 2013. Bottom: vertical column densities derived from the same data using the fit based on 25th percentile (see text for details). The lines corresponding to 5th, 10th, 25th, and 50th percentiles are also shown.

![Figure 5](image2.png)

**Figure 5.** The scatter plot of coincidental \(SO_2\) measurements at Downsview by Pandora 103 and 104 in January–July 2014. The data were grouped into 10 min bins and only bins with between five and seven individual measurements were used for the comparison. The total number of bins was 1844. The correlation coefficient between the plotted data is 0.7.
tion with a 0.17 DU standard deviation, then in the absence of any SO$_2$, the 25th and 10th percentile values would be $-0.11$ and $-0.22$ DU respectively. These values represent the biases introduced by the calibration procedure and should be added back to the retrieved values. Note that the lower the percentile value, the less the calibration procedure is affected by non-zero SO$_2$ values. However, the lower the percentile value, the higher the uncertainty of the percentile estimate and the higher the impact of the uncertainty of the instrumental error estimate can have on the size of the bias. In our case, either the 25th or 10th percentile seems to be optimal. As the distance between them from the Gaussian distribution with $\sigma = 0.17$ DU is $-0.11$ DU, very close to the $-0.12$ DU value from the Fig. 4 (bottom) estimates, there is no impact on the results regardless of what percentile value to use.

The precision of Pandora instruments is high and the two instruments track each other reasonably well, but there could be systematic errors related to the retrieval algorithm itself. Figure 3b and d show an extreme example when both instruments reported fluctuations around the zero line with negative values as low as $-0.4$ DU. The spectral fitting algorithm includes ozone absorption spectrum as one of the main fitted functions. The ozone optical depth is about 2 orders of magnitude higher than the SO$_2$ optical depth (for 1 DU of SO$_2$ and the 311–330 nm spectral window). Even a small imperfection in accounting for ozone absorption could cause a substantial error in retrieved SO$_2$. Column ozone was high on that day (420 DU) and the incomplete removal of ozone absorption features by the spectral fitting algorithm could be a possible explanation for such a large negative value. The SO$_2$ values retrieved using the 304–311 nm spectral window, where the influence of other absorbers is smaller due to the stronger SO$_2$ absorbing features, are close to the zero line. Similar fluctuations with positive and negative values at Fort McKay were observed on days when surface concentrations were close to zero with the site at upwind of the sources, indicating these fluctuations were not related to real changes in SO$_2$ VCD. Further improvement of the retrieval algorithm could increase the accuracy of Pandora’s SO$_2$ measurements.

### 4 SO$_2$ measurements at Fort McKay

The site at Fort McKay is located 20 km from the major emission sources and SO$_2$ values as high as 9 DU are observed from time to time. Time series of SO$_2$ measurements at Fort McKay in August 2013–October 2015 are shown in Fig. 6. Different colours and symbols represent different uncertainties of the retrieved values as estimated by the Pandora processing software.

The first days of the Pandora operation at Fort McKay revealed that a combination of strong emissions from the industrial sources to the south with southern winds result in “pollution events” characterized with high VCD values of SO$_2$ and NO$_2$. An example of such an event on 23 August 2013 is shown in Fig 7a. During that event, the wind direction was from the south or southeast, i.e. from the direction of the major pollution sources.

Although the VCD and surface concentration are different qualities, they are often affected by the same plume and therefore correlated. In situ measurements on 23 August 2013 demonstrated the same behaviour of surface SO$_2$ and VCDs as illustrated by Fig. 7a, with a relationship where each 10 ppbv at the surface corresponds to about 1 DU in total column. However, this column–surface relationship is different from event to event. Figure 7b and c show examples of pollution events on 4 and 5 November 2013, when 1 DU corresponds to about 5 and 20 ppbv respectively. On some occasions, the VCD and surface concentration show a similar behaviour for many hours (Fig. 7d), while on other days the changes in surface concentration follow the VCD changes with some time lag (Fig. 7e), probably due to the shape of the plume, or do not really show any good correlation (Fig. 7f). In the case of 2 August 2015 (Fig. 7f), the SO$_2$ plume was probably above the ground early in the morning and was not detected by in situ instruments.

High surface concentrations should contribute to elevated vertical columns. The examples presented above indicate that the opposite may not be always true: elevated vertical column densities may be related to plumes that are above the ground and therefore may not produce high surface concentrations. This is further illustrated by Fig. 8 where scatter plots of surface concentrations binned by VCD values and VCDs binned by surface concentrations are shown.

Surface wind data were used to study the dependence of VCDs and surface concentrations on wind directions. The main SO$_2$ emission sources are located within about 20 km to the south of Fort McKay, and the winds from the south generally produce elevated SO$_2$ values. Figure 9a confirms that
Figure 7. Vertical column density (DU) measured by the Pandora spectrometer at Fort McKay and in situ SO\textsubscript{2} concentration (ppbv) measured at the same location for 6 days, which illustrate fluctuations of VCDs and surface concentrations. Note that the vertical scales are the same for all six plots.

Figure 8. VCD and surface concentration SO\textsubscript{2} data binned by (left) surface concentration and (right) VCD values. Binned VCD and surface concentration data show a clear link between the two parameters, but binning by Pandora’s values gives a different result from the binning by in situ data. When the surface concentration is elevated, vertical columns are also elevated. However, in about 25% cases, surface concentrations are close to zero even when the vertical column values are elevated. The bottom and top edges of the box are located at the sample 25th and 75th percentiles; the whiskers correspond to the 5th and 95th percentiles. The centre horizontal line is drawn at the median.

surface SO\textsubscript{2} concentrations are the highest when the wind direction is south–southeasterly. This can be seen for both the mean values and for extremes (90th percentile).

As discussed in Sect. 3, the calibration procedure is based on the assumption that a certain fraction of all measurements corresponds to clean conditions. As Fig. 9a shows, surface concentrations are very low for most wind directions except south and south-east. This can be used to refine the calibration-related bias in Pandora data mentioned in Sect. 3. A minimum in SO\textsubscript{2} of about zero was found for winds from the west as expected from the location of industrial sources. We can assume that this direction represents clean conditions and this gives us an additional confidence in the suggested calibration procedure. Figure 9b shows Pandora SO\textsubscript{2} VCD as a function of the wind direction with this bias removed. As expected, it is very similar to the distribution of surface concentrations from Fig. 9a.

It should be noted that the 90th percentile values for the direction from west are 0.25–0.3 DU (Fig. 9b). This can be interpreted as yet another estimate of the overall uncertainty of Pandora’s SO\textsubscript{2} data. If we assume the Gaussian distribution of the errors, then the 0.3 DU value of the 90th percentile corresponds to 0.23 DU value of the standard deviation. The standard deviation as calculated directly is between 0.22 and
Figure 9. The mean and 90th percentile of in situ SO$_2$ concentration (a) and Pandora SO$_2$ VCD (b) at Fort McKay as a function of the wind direction in 2013–2015. Both Pandora and in situ data show similar patterns: high SO$_2$ values are associated with south-east winds (c). The mean values from the plots (a) and (b) are overlaid with Landsat images of the surface mining area (http://earthobservatory.nasa.gov/Features/WorldOfChange/athabasca.php?alley). The plots are based on simultaneous Pandora and in situ measurements averaged over 10 min intervals. The 0, 90, 180, and 270° azimuths correspond to the northern, eastern, southern, and western wind directions respectively. The two red squares indicate the major SO$_2$ emission sources. Data for this plot were binned into 10° bins by the wind direction.

0.26 DU for six 10° bins corresponding to clean western directions. These values are higher than the previously estimated 0.17 DU value of the instrument precision, but they also include the errors related to imperfection of the retrieval algorithm.

Aircraft-based measurements of air pollutants from sources in the Canadian oil sands were made in support of the Joint Canada–Alberta Implementation Plan for Oil Sands Monitoring during a summer intensive field campaign between 13 August and 7 September 2013 (Gordon et al., 2015). The SO$_2$ measurements from these flights were used to examine the accuracy of the Pandora VCDs. Specifically, seven spirals were flown within 4 km of Fort McKay in which vertical profiles were made with a Thermo Scientific 43i-TLE analyser. The measured vertical profiles of SO$_2$ mixing ratios and the wind directions as a function of altitude for these seven flights are shown in Fig. 10. Integrated SO$_2$ columns were compared with Pandora VCDs, and the results are shown in Fig. 11 and Table 1. The minimum altitude range flown by the aircraft used to construct a profile was 100–1500 m, with most profiles exceeding 2000 m. The integrals were calculated for three scenarios for SO$_2$ concentrations below the lowest aircraft flight altitude of about 100–150 m: (1) assuming a zero mixing ratio between the ground and the lowest aircraft altitude, (2) assuming that the mixing ratio was constant as at the lowest aircraft altitude, and (3) with the mixing ratio linearly extrapolated below the lowest aircraft altitude. For most spirals an SO$_2$ value from the surface was available to “anchor” the profile, and it was found to be consistent with the constant mixing ratio scenario. In five flights, the integrated SO$_2$ was very close to the Pandora values with differences within 0.25 DU. The Pandora instrument was able to track the increase in VCD spanning three spirals, capturing the onset on 23 August 2013 of a large pollution event. On two occasions where the aircraft measurements showed near-zero SO$_2$ concentrations, Pandora’s values were 0.12 DU and −0.2 DU, i.e. within the 1σ uncertainties of the measurements. Only for the final spiral was the aircraft VCD lower than the Pandora value by more than 0.5 DU. On that flight, both aircraft and Pandora data demonstrated elevated SO$_2$ values. The aircraft data showed a thin layer of SO$_2$ below 600 m with a maximum at 200 m (Fig. 10). That may be an indication of the edge of the plume, and the plume could be thicker along the Pandora optical path. Nevertheless, the average difference between the integrated aircraft values and Pandora VCDs was about 0.1 DU, with standard deviations of 0.37 or 0.29 DU if the last flight was excluded.

The Pandora SO$_2$ VCDs were also compared with measurements from the Dutch–Finnish Ozone Monitoring Instrument (OMI) on board NASA Aura satellite (Levelt et al., 2006). The recent version of the operational OMI SO$_2$ data set, based on the principal component analysis algorithm (Li et al., 2013) with additional adjustment based on modelled SO$_2$ profiles over the oil sands region (McLinden et al., 2014), was used in this comparison. We also limited the comparison to pixel sizes less than 40 km (track positions 11–50)
Table 1. SO₂ VCD calculated from measurements of seven aircraft flights, from Pandora 104 measurements and surface SO₂ concentrations.

<table>
<thead>
<tr>
<th>Date and time (MST)</th>
<th>Min. aircraft VCD (DU)</th>
<th>Max. aircraft VCD (DU)</th>
<th>Pandora VCD (DU)</th>
<th>Surface (ppbv)</th>
</tr>
</thead>
<tbody>
<tr>
<td>23 Aug 2013 10:49</td>
<td>0.04</td>
<td>0.04</td>
<td>0.16</td>
<td>0.16</td>
</tr>
<tr>
<td>23 Aug 2013 12:20</td>
<td>0.63</td>
<td>0.88</td>
<td>0.38</td>
<td>5.93</td>
</tr>
<tr>
<td>23 Aug 2013 13:59</td>
<td>1.08</td>
<td>1.31</td>
<td>1.10</td>
<td>9.49</td>
</tr>
<tr>
<td>24 Aug 2013 11:28</td>
<td>0.18</td>
<td>0.41</td>
<td>0.27</td>
<td>3.04</td>
</tr>
<tr>
<td>24 Aug 2013 13:04</td>
<td>0.15</td>
<td>0.39</td>
<td>0.72</td>
<td>9.36</td>
</tr>
<tr>
<td>02 Sep 2013 10:36</td>
<td>0.02</td>
<td>0.02</td>
<td>−0.21</td>
<td></td>
</tr>
<tr>
<td>03 Sep 2013 16:09</td>
<td>0.26</td>
<td>0.51</td>
<td>1.06</td>
<td></td>
</tr>
</tbody>
</table>

Figure 10. The measured vertical profiles of SO₂ mixing ratios in ppbv (the black lines) with 1σ uncertainties as a function of altitude for seven spiral flights around Fort McKay in August–September 2013. The black dots indicate mixing ratios at the surface. The red dots represent the wind directions as labelled on the top axis. Note that the two major SO₂ sources are located to the south and south–south east of Fort McKay. The dates and times of the flights and the mean distances from Fort McKay are also shown.
In situ SO$_2$ (ppbv) data was only about 0.3. The model study indicates that the correlation coefficient between such simulated Pandora and OMI is beyond the scope of this study, but we found that the correlation coefficient between the two data sets is only about 0.2 and this is not surprising given a large pixel size and high uncertainties of OMI measurements (0.5 DU at 1σ level) relative to the range of SO$_2$ levels. We simulated OMI and Pandora measurements using the EC GEM-MACH (Global Environmental Multi-scale – Modelling Air quality and Chemistry) (Makar et al., 2015a, b) model at 2.5 km resolution, accounting for the size of the OMI pixel and the 15 km coincidence criteria, and considering the addition of realistic measurement noise. A detailed discussion of this simulation is beyond the scope of this study, but we found that the correlation coefficient between such simulated Pandora and OMI data was only about 0.3. The model study indicates that the main culprits in the degradation of the correlation were the measurement noise (primarily in the OMI) and the OMI horizontal resolution. This example demonstrates that a simple scatter plot comparison of satellite and ground-based VCD measurements is not very informative, and a proper account for satellite viewing geometry and measurement uncertainties is necessary.

5 Summary and discussion

In order to study variability and changes of VCDs of major pollutants such as SO$_2$ in the Canadian oil sands region, a Pandora sun photometer was installed at Fort McKay in August 2013. We found that the instrument is suitable for SO$_2$ monitoring and reliable enough to operate in remote areas. Originally, the instrument was deployed in a configuration with the instrument head mounted on a tripod and the spectrometer and computer installed in waterproof plastic housing. In August 2014, the instrument spectrometer was redeployed with the spectrometer and computer installed indoors in a temperature-controlled environment and the instrument optical head connected by an optical cable, located on the roof of the instrument trailer. In this modified configuration, the instrument demonstrated that it can operate for extended periods under cold conditions.

The instrument is sensitive enough to measure anthropogenic SO$_2$ from two major SO$_2$ sources, with total emissions of about 45 kt yr$^{-1}$, located approximately 20 km from the observation site. As expected, elevated VCD (up to 9 DU) and surface concentrations of SO$_2$ are observed when the wind is from the south and south-east, where the emission sources are located. With no industrial sources located to...
the west, VCD and surface concentrations are about zero for westerly winds.

The calibration procedure applied in this study was similar to that developed by Herman et al. (2009) for NO$_2$, but it was modified to account for a much higher noise level of SO$_2$ VCD measurements (0.01 DU for NO$_2$ vs. 0.17 DU for SO$_2$). This calibration procedure is based on the 25th (or 10th) percentile and makes the assumption that a sizable fraction of all measurements corresponds to SO$_2$-free conditions. Fort McKay measurements stratified by the wind direction confirmed the validity of this approach: the average SO$_2$ values after the calibration procedure were close to zero for winds from the west where no SO$_2$ sources are found. This 25th (or 10th) percentile-based calibration approach is optimal when clean conditions occur frequently, e.g. for sites located in a vicinity of emission point sources where SO$_2$ VCDs depend on the wind direction. However, lower percentiles such as the 10th or smaller may be required in regions with persistent high SO$_2$ values, e.g. in eastern China.

Various sources of measurement uncertainties were examined. The statistical standard error of SO$_2$ VCD calculated by the spectral fitting algorithm is under 0.05 DU for 60% and under 0.15 DU for 90% of all direct-sun observations. The instrument precision, calculated from parallel measurements by two instruments, is about 0.17 DU (1σ). The spectral fitting procedure and the accuracy of the retrieved SO$_2$ values largely depend on properly accounting for ozone absorption and the reference spectrum. Based on some examples, we estimate that these factors can introduce errors up to 0.4 DU. Further development of the retrieval algorithms could improve the instrument accuracy. Measurements at Fort McKay, when the wind was from clean sectors, demonstrated that the overall Pandora uncertainty is under 0.26 DU (1σ). The Pandora measurements were further validated using seven aircraft profile measurements that demonstrated a bias within 0.1 DU and the standard deviation of the difference under 0.3 DU for all but one of the aircraft profiles.

When used for satellite validation, simple scatter plot comparisons of coincident satellite and ground-based VCD measurements are less informative for a localized industrial source such as the oil sands, and their interpretation requires a proper accounting of satellite viewing geometry and measurement uncertainties. The comparison of Pandora and OMI VCDs over Fort McKay demonstrated a low correlation, with a correlation coefficient of about 0.2. This is not surprising given a large pixel size, high uncertainties of OMI measurements (0.5 DU at 1σ level) relative to the range of SO$_2$ variations, and heterogeneity of the SO$_2$ spatial distribution at this location. The use of models to account for the difference in spatial and temporal resolution between ground-based and satellite measurements would greatly facilitate satellite SO$_2$ VCDs validation.

The comparison of SO$_2$ VCDs and surface concentrations at Fort McKay suggests that there is no simple link between these two quantities. High surface concentrations contribute to the column values. A simple statistical relationship suggests that, on average, each 10 ppbv of surface concentration roughly corresponds to 1 DU of total column (similar to what one would calculate for 10 ppbv spread through a 1 km surface layer). However, elevated VCDs may be related to plumes that are above the ground with little or no fumigation, and therefore may not produce elevated surface concentrations.

6 Data availability

Data from Pandora instruments are available through Environment and Climate Change Canada (contact Dr. Vitali Fioletov, vitali.fioletov@canada.ca). The data will also be available from a centralized Pandora data archive when such an archive is established.
Appendix A

Information about the natural variability of measured parameter and measurement uncertainties can be derived from the measurements themselves. This approach, also known as the Grubbs estimation method (Grubbs, 1948; Toohey and Strong, 2007), is often used to estimate the precision of measurements. For readers’ convenience, we present the method here as it was described by Fioletov et al. (2006).

The result of a measurement \( M \) is the sum of the true measured value \( X \) and an error \( e \). Let us consider two instruments that measure the same parameter \( X \), but with different errors \( e_1 \) and \( e_2 \). The results of their measurements \( M_1 \) and \( M_2 \) can be used to estimate the variances of \( X \), \( e_1 \), and \( e_2 \), as follows. If we assume that the measured value and the errors are independent, then the variance of \( M \) is the sum of the variances of \( X \) and \( e_i \):

\[
\sigma^2(M_i) = \sigma^2(X) + \sigma^2(e_i), i = 1, 2. \tag{A1}
\]

The difference of \( M_1 \) and \( M_2 \) does not depend on \( X \). If, in addition, we assume that the errors of different instruments are not correlated, then the variance of the difference is equal to the sum of \( \sigma^2(e_1) \) and \( \sigma^2(e_2) \):

\[
\sigma^2(M_1 - M_2) = \sigma^2(e_1) + \sigma^2(e_2). \tag{A2}
\]

The values of \( \sigma^2(M_1) \), \( \sigma^2(M_2) \), and \( \sigma^2(M_1 - M_2) \) can be estimated from a set of parallel measurements. The three resulting equations can be solved for \( \sigma^2(X) \), \( \sigma^2(e_1) \), and \( \sigma^2(e_2) \):

\[
\sigma^2(X) = \frac{1}{2}(\sigma^2(M_1) + \sigma^2(M_2) - \sigma^2(M_1 - M_2)), \tag{A3}
\]

\[
\sigma^2(e_1) = \frac{1}{2}(\sigma^2(M_1) - \sigma^2(M_2) + \sigma^2(M_1 - M_2)), \tag{A4}
\]

\[
\sigma^2(e_2) = \frac{1}{2}(\sigma^2(M_2) - \sigma^2(M_1) + \sigma^2(M_1 - M_2)). \tag{A5}
\]

Equation (3) was used to estimate the standard deviation (SD) of instrument errors (we will refer to it as to standard instrument uncertainty) and the SD of variability.

In reality, we do not actually know the variances \( \sigma^2(M_1) \) and \( \sigma^2(M_1 - M_2) \); we can only estimate them, with a certain error, from the available measurements. The \( \alpha \)-level confidence interval for the variance \( \sigma^2 \) depends on the estimated variance value itself and the number of data points, \( n \):

\[
\frac{(n - 1)s^2}{\chi^2_{\alpha}/2(n - 1)} < \sigma^2 < \frac{(n - 1)s^2}{\chi^2_{\alpha/2}/2(n - 1)}, \tag{A6}
\]

where \( s^2 \) is the sample variance and \( \chi^2(n - 1) \) is the chi-square distribution with \( n - 1 \) degrees of freedom. The error of the variance estimate depends on the variance itself. All three variances, \( \sigma^2(M_1) \), \( \sigma^2(M_2) \), and \( \sigma^2(M_1 - M_2) \), determine \( \sigma^2(X) \), \( \sigma^2(e_1) \), and \( \sigma^2(e_2) \) in Eq. (3). Therefore, the errors in the \( \sigma^2(X) \), \( \sigma^2(e_1) \), and \( \sigma^2(e_2) \) estimates depend on the sum of all three variances \( \sigma^2(M_1) \), \( \sigma^2(M_2) \), and \( \sigma^2(M_1 - M_2) \), and can be high even if the estimated variance itself is low (but one or more of the variances \( \sigma^2(M_1) \), \( \sigma^2(M_2) \), or \( \sigma^2(M_1 - M_2) \) are high). The estimates are thus only as accurate as the least accurate of these parameters. The variance estimates can be improved by increasing the number of data points.
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