Microphysical particle properties derived from inversion algorithms developed in the framework of EARLINET
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Abstract. We present a summary on the current status of two inversion algorithms that are used in EARLINET (European Aerosol Research Lidar Network) for the inversion of data collected with EARLINET multiwavelength Raman lidars. These instruments measure backscatter coefficients at 355, 532, and 1064 nm, and extinction coefficients at 355 and 532 nm. Development of these two algorithms started in 2000 when EARLINET was founded. The algorithms are based on a manually controlled inversion of optical data which allows for detailed sensitivity studies. The algorithms allow us to derive particle effective radius as well as volume and surface area concentration with comparably high confidence. The retrieval of the real and imaginary parts of the complex refractive index still is a challenge in view of the accuracy required for these parameters in climate change studies in which light absorption needs to be known with high accuracy. It is an extreme challenge to retrieve the real part with an accuracy better than 0.05 and the imaginary part with accuracy better than 0.005–0.1 or ±50 %. Single-scattering albedo can be computed from the retrieved microphysical parameters and allows us to categorize aerosols into high- and low-absorbing aerosols.

On the basis of a few exemplary simulations with synthetic optical data we discuss the current status of these manually operated algorithms, the potentially achievable accuracy of data products, and the goals for future work. One algorithm was used with the purpose of testing how well microphysical parameters can be derived if the real part of the complex refractive index is known to at least 0.05 or 0.1. The other algorithm was used to find out how well microphysical parameters can be derived if this constraint for the real part is not applied.

The optical data used in our study cover a range of Ångström exponents and extinction-to-backscatter (lidar) ratios that are found from lidar measurements of various aerosol types. We also tested aerosol scenarios that are considered highly unlikely, e.g. the lidar ratios fall outside the commonly accepted range of values measured with Raman lidar, even though the underlying microphysical particle properties are not uncommon. The goal of this part of the study is to test the robustness of the algorithms towards their ability to identify aerosol types that have not been measured so far, but cannot be ruled out based on our current knowledge of aerosol physics.

We computed the optical data from monomodal logarithmic particle size distributions, i.e. we explicitly excluded the more complicated case of bimodal particle size distributions which is a topic of ongoing research work. Another constraint is that we only considered particles of spherical shape in our simulations. We considered particle radii as large as...
1 Introduction

The start of EARLINET (European Aerosol Research Lidar Network) in 2000 marked the beginning of the development of inversion algorithms that can be used for the retrieval of aerosol microphysical properties from Raman lidar observations. Based on exploratory work (Qing et al., 1989) it seemed feasible that Raman lidar measurements of backscatter coefficients and extinction coefficients could provide variables such as particle effective radius and complex refractive index from which, under favourable measurement conditions, single-scattering albedo could be derived.

We followed two conceptual approaches. One methodology was developed at the Leibniz Institute for Tropospheric Research (TROPOS), Leipzig, Germany. The development of the methodology continues at the University of Hertfordshire (UH). The second method was developed at the University of Potsdam (UP) (Potsdam, Germany). Both methods in part follow the same basic mathematical concepts in the sense that they are true inversion algorithms. True inversion algorithms mean the following: (a) the underlying mathematical equations that connect the microphysical particle properties (which are the variables we are interested in) and the optical properties (which are the variables that are measured with lidar) are solved explicitly; (b) therefore we do not carry out forward computations, which are commonly referred to as Mie-scattering computations; (c) we do not use traditional look-up tables that contain an array of microphysical aerosol properties and the optical properties that belong to these microphysical properties; and (d) our approach neglects constraints that are used in forward computations, for example the need to prescribe the shape of the particle size distribution as input.

The advantage of our approach is that we can identify the share of fine-mode and coarse-mode particles in particle size distributions, as the inversion algorithms allow us to find approximate solutions of the underlying particle size distributions. As with any other method, there exists plenty of disadvantages, for example measurement errors have a direct impact on the quality of the retrieval results. If measurement errors become too large, the inversion algorithms will not be able to find reasonable solutions. The inversion algorithms also respond strongly to systematic errors of the optical input data. This means that if calibrations of the optical profiles are not done carefully, or if optical data are faulty because of the incomplete overlap between laser beam and field-of-view of the receiver telescope (Wandinger and Ansmann, 2002), the inversion algorithms will deliver the wrong microphysical particle properties.

1.1 Work at TROPOS/UH

With regard to work at TROPOS/UH, our algorithm development began on the basis of data we obtained from the first truly operational multiwavelength Raman lidar (Althausen et al., 2000) in the 1990s. This instrument provides backscatter coefficients measured at 355, 400, 532, 710, 800, and 1064 nm and extinction coefficients at 355 and 532 nm. The system uses four lasers that operate simultaneously. The high costs of this system and the labour-intensive measurement and data analysis work showed us fairly early that a wider use of the inversion technology in the lidar community would require reducing the optical data needed for data inversion. Based on exploratory work (Müller et al., 2001b; Veselovskii et al., 2002; Böckmann et al., 2005), it seemed feasible that a Raman lidar consisting of only one Nd:YG laser could still fulfil the minimum number of optical data such that successful data inversion could be carried out. This minimum requirement is measurements of backscatter coefficients at 355, 532, and 1064 nm and extinction coefficients at 355 and 532 nm.

The algorithm that was initially developed at TROPOS follows the concept of Tikhonov’s inversion with regularization (Tikhonov and Arsenin, 1977). The algorithm is based on a data-operator-controlled software environment. That makes this algorithm highly labour-intensive and the output with regard to inversion results is rather low. However, this approach allows us to carry out detailed sensitivity studies in order to test the quality of the data inversion products and to push the envelope in what can theoretically be achieved in terms of aerosol characterization with state-of-the-art multiwavelength Raman lidar. Several sensitivity studies dealt with the ability of the algorithm to retrieve effective radius, and surface area and volume concentration, and the complex refractive index (CRI) (Müller et al., 1999a, b, 2001b; Veselovskii et al., 2002, 2004). Most sensitivity studies dealt with monomodal particle size distributions, although some work has also been done in the context of bimodal particle size distributions (Veselovskii et al., 2004).

The retrieval of the CRI remains a major challenge in our work. The accuracy requirements for the imaginary part of the CRI are considerable if we want to obtain useful values (high accuracy and precision) of the single-scattering albedo (SSA) which is one of the key parameters in climate change studies. Mishchenko et al. (2004) mention that an accuracy of 0.03 and a precision of 0.02 of the SSA in the wavelength range between 350 and 2500 nm is needed in order to meet the requirements for sensible impact studies of particulate pollution on radiative forcing.

Nowadays we manage to obtain meaningful values of the SSA, but at the expense of time-intensive, data-operator-
controlled data analysis which involves a careful evaluation of the inversion results (particularly of the CRI). We learnt to retrieve the imaginary part to its correct order of magnitude if it is less than 0.01i. This value describes moderately light-absorbing aerosol. We learnt to keep the uncertainty bars to approximately ±50% if the imaginary part is larger than 0.01i. Such values describe strongly light-absorbing particles. We noticed that a systematic bias of the imaginary part may occur if its value is close to 0. This bias is naturally introduced as the imaginary part has a minimum value of 0. This lower limit leads to an underestimation of the SSA.

We analysed plenty of different aerosol types in the course of more than 15 years of measurements with multiwavelength Raman lidar. Still, a statistically significant set of results for each aerosol type has not been achieved because of the labour-intensive manual data analysis. Examples of aerosol types we analysed involve urban/industrial pollution over Europe (Müller et al., 2005), East Asia (Noh et al., 2011), and South Asia (Müller et al., 2001a). We investigated properties of fresh and aged biomass burning aerosols produced in North America (Müller et al., 2005), Europe (Alados-Arboledas et al., 2011), and West Africa (Tesche et al., 2011). In all these cases we assumed in our data analysis that particles have spherical shape, i.e. we used Mie theory in our simulations.

We remain cautious with regard to the inversion of optical data that describe non-spherical (mineral dust) particles, as to date we do not have a reliable light-scattering model that allows us to describe light-scattering at 180°. We carried out some limited studies in which we used the T-matrix algorithm for non-spherical (spheroid) particles as a test on how far we can use this model which has not been designed for describing particle backscatter coefficients. We conclude from our limited set of studies that we may be able to infer particle effective radius of dust particles and the ratio of spherical-to-non-spherical particles (Veselovskyi et al., 2010; Müller et al., 2013), though doubt regarding the trustworthiness of the results remains. We fail in retrieving sensible results with regard to the complex refractive index.

1.2 Work at UP

The Potsdam algorithm that was developed at UP is based on the concept of using truncated singular value decomposition (TSVD) as regularization method, (e.g. Hansen (2010)). This method was adapted to work for the retrieval of the particle size distribution function (PSD) and is called hybrid regularization technique (Böckmann, 2001) since it is using a triple of regularization parameters. Simulation studies demonstrated that the hybrid method can be used to invert monomodal and bimodal PSDs (Böckmann, 2001; Böckmann et al., 2005). The minimum requirement for meaningful inversion results are optical input data obtained from measurements of backscatter coefficients at 355, 532, and 1064 nm and extinction coefficients at 355 and 532 nm. However, the software can also be used with a smaller or larger number of optical coefficients. The inversion of an ill-posed problem, such as the retrieval of the PSD, is always a challenging task because small measurement errors and tiny rounding errors often will be hugely amplified during the solution process unless an appropriate regularization method is used. The use of a regularization method requires the careful determination of the associated regularization parameters (e.g. Doicu et al. (2010); Hansen (2010); Rodgers (2000); Vogel (2002)). Therefore, in one of the next stages of our development work we decided to use two regularization techniques in parallel for comparison purposes. The second method we used for comparison is an iterative regularization method based on Páde iteration (Kirsch and Böckmann, 2006; Böckmann and Pornsawad, 2008). Here, the number of iteration steps serves as the regularization parameter. This method was adapted and tested successfully to invert the PSD (Böckmann and Kirsch, 2006). The approximated PSD is a linear combination of B splines with appropriately determined weights. The B splines of order d are polynomials of degree d−1. Since the distribution of the B-spline nodes also plays a critical role, we modified the first algorithm TSVD such that non-equidistant node grids can be used too (Böckmann, 2001). The iterative method was equipped with an adaptive non-equidistant node grid by Osterloh et al. (2011).

There is another challenge that needs to be considered. The CRI is actually also unknown. In order to solve this problem, a grid of viable options for the CRI (all combinations of real parts of CRI (RPCRI) and imaginary parts of CRI (IPCR)) is assumed. If this is not done, one additionally has to deal with a non-linear problem. The CRI grid technique is very time consuming, i.e. the computer runtime of the inversion process is very large. Therefore, we developed a semi-automated software for spherical particles which is able to run on a parallel processor machine (Osterloh et al., 2009) (see Fig. 1). The software is adapted with a tool that reads NetCDF files from the EARLINET database (The EARLINET publishing group, 2014).

From a mathematical point of view, it is also very important (as a selection criteria for an appropriate regularization method) to investigate the degree of ill-posedness of the problem. Investigations show a moderate ill-posedness (Böckmann et al., 2005; Osterloh et al., 2013) which is not the worst case. Furthermore, first investigations with regard to non-spherical particle shape were made. Simulation studies show that the particle shape is an important factor (Böckmann and Wauer, 2001a, b). We carried out retrievals with two-dimensional B splines in which we use a two-dimensional spheroidal model. This model allows us to consider two-dimensional PSDs in the sense that such PSDs depend on particle radius and aspect ratio. Results are presented in Böckmann and Osterloh (2014). Numerical simulations show that the Páde type regularization method is able to retrieve two-dimensional PSDs from the use of backscatter
and extinction coefficient profiles, as well as depolarization ratio information.

The semi-automatic software was applied to measurement cases. We analysed Raman lidar measurement data with three backscatter coefficients at 355, 532, and 1064 nm and two extinction coefficients at 355 and 532 nm. From these optical particle variables we retrieved microphysical particle properties of different aerosol types. Successful retrievals have been made for biomass burning and industrial pollution aerosols over Germany (Wandinger et al., 2002), continental aerosols (Eixmann et al., 2002), Arctic haze aerosols (Hoffmann et al., 2012), biomass burning aerosols over Romania (Osterloh et al., 2013) and Athens (Papayannis et al., 2008). Moreover, the two-dimensional spheroidal model was applied to a measurement scenario of Saharan dust observed over Barbados (13.16°N, 59.44°W). We obtained results for the two-dimensional fine-mode PSD. We found promising results, in particular, when we used additional depolarization ratio profiles (Böckmann et al., 2012). Finally, Samaras et al. (2015) show a direct quantitative comparison of the retrieved microphysical properties to measurements from a Compact Time of Flight Aerosol Mass Spectrometer (AMS) which allowed us to validate the results from our algorithm for the case of spherical particles. With regard to the fine-mode fraction of the investigated PSD, we observed remarkable similarities between the retrieved PSD and the one measured by the AMS. Additionally, microphysical retrievals performed with Sun photometer data were also used to explore the results of biomass burning aerosols.

We did not perform a direct comparison of the performance of the two algorithms (TROPOS/UH and UP) in this contribution as we are mainly interested in learning how we can meet demands for highly accurate single-scattering albedos. This demand will likely require a coordinated use
of both algorithms in future rather than selecting one algorithm over the other algorithm in EARLINET. We carried out simulations with the main purpose of investigating what maximum accuracy and precision of microphysical parameters can be achieved (UP algorithm). The complex refractive index is the key to retrieving accurate values of single-scattering albedo and profiles of absorption coefficients. We therefore investigated if an accurate knowledge of the real part of the refractive index would significantly improve the retrieval of the imaginary part which then would feed into improved values of single-scattering albedo. We used the UH/TROPOS algorithm for this part of the study.

Section 2 presents main features of the two methodologies. Section 3 presents some simulation studies that illustrate the current status. Section 4 closes with a summary and outlook.

2 Methodology

The microphysical properties are derived from solving Fredholm integral equations of the first kind ( Müller et al., 1999a; Veselovskii et al., 2002; Böckmann, 2001; Böckmann et al., 2005; Ansmann and Müller, 2005). These equations can be written in general terms as

$$ g^*_l (\lambda_i) = \int_0^\infty K_1 (m, r, \lambda_i, s) f^* (r) \, dr. \tag{1} $$

The term $g^*_l (\lambda_i)$ denotes the exact optical data at the measurement wavelength $\lambda_i$. The optical data usually have an uncertainty as we use experimental data. The subscript $l$ denotes the type of optical data, i.e. $\beta$ denotes particle backscatter coefficients and $\alpha$ denotes particle extinction coefficients.

The backscatter and extinction kernel functions are denoted by $K_\beta (m, r, \lambda, s)$ and $K_\alpha (m, r, \lambda, s)$. The kernel functions depend on the complex refractive index $m$ of the particles, i.e. $m = m_R - m_i$. The term $m_R$ denotes the real part. The term $m_i$ denotes the imaginary part of the CRI. The radius of the particles is denoted as $r$. The shape properties $s$ of the particles determine their backscatter and extinction properties. We only consider spherical shape of the particles and therefore drop this parameter in the following discussion.

The kernel functions $K_1 (m, r, \lambda_i)$ are calculated from Mie-scattering theory (Bohren and Huffman, 1983). The term $f^* (r)$ describes the exact (true) particle size distribution which is described as the number of particles per unit volume between particle radius $r$ and $r + dr$.

Equation (1) can be written as

$$ g^*_p = \int_{r_{\min}}^{r_{\max}} K_p (m, r) f^* (r) \, dr + \epsilon_p^{\text{limits}}. \tag{2} $$

The term $g^*_p$ describes the exact values of the optical data. The subscript $p = (l, \lambda_i)$ describes the kind of optical input data at a given wavelength. The lower and upper integration limits of the particle radii within which the inversion is performed are denoted by $r_{\min}$ and $r_{\max}$. We write this radius interval as $[r_{\min}, r_{\max}]$. The term $\epsilon_p^{\text{limits}}$ represents the model error that results from the fact that the integration limits are not from 0 to $\infty$.

Disregarding the model error term we obtain

$$ g^*_p = \int_{r_{\min}}^{r_{\max}} K_p (m, r) f_M (r) \, dr. \tag{3} $$

The investigated PSD $f_M (r)$ is obtained from the numerical solution of Eq. (3) (Twomey, 1965; Zuev and Naats, 1983; Engl et al., 1996; Hansen, 2010). The numerical solution is not an easy task since this compact Fredholm operator is ill posed. Firstly, the expression $f_M (r)$ is approximated by a sum that consists of the linear superposition of base functions:

$$ f_M (r) = f (r) + \epsilon (r) = \sum_{j=1}^{N_B} f_j B_j (r) + \epsilon (r). \tag{4} $$

The term $f (r)$ is an approximation of the solution of Eq. (3). The expression $f_j$ describes weight coefficients. $B_j (r)$ are B-spline base functions. $N_B$ is the number of base functions that are used in the inversion. The term $\epsilon (r)$ is the discretization error. This error is caused by discretizing the PSD with the linear combination of base functions.

Neglecting the discretization error term we can express the measured optical particle properties $g_p$ by an approximation of a linear combination of base functions according to Eqs. (3) and (4):

$$ g_p = \sum_{j=1}^{N_B} A_{pj} (m) f_j. \tag{5} $$

The matrix elements $A_{pj}$ are calculated from the kernel functions and the base functions as

$$ A_{pj} = \int_{r_{\min}}^{r_{\max}} K_p (m, r) B_j (r) \, dr. \tag{6} $$

If we write the optical data as vector $g = [g_p]$ and the weight coefficients as vector $f = [f_j]$ we can write Eq. (5) as a vector–matrix expression:

$$ g = A f. \tag{7} $$

The matrix $A = [A_{pj}]$ is rectangular. It is called weight matrix. The elements of this matrix are calculated from Eq. (6). Since the operator is ill posed, as mentioned above, the resulting linear equation system Eq. (7) is ill conditioned. Therefore, the system cannot be solved by standard routines. We need specific regularization techniques to solve such systems.
The unknown vector of the weight coefficients \( f \) is connected by the matrix operator \( A \) with the optical data vector \( g \). We note that the data vector \( g \) contains measurement errors. For ill-conditioned systems this means that small data errors may be amplified strongly during a standard solution process. Finally, the total error contains the measurement error and the mathematical approximation errors in an additive way.


With respect to the subsequently realized simulation study in which we apply simulated noise to the optical data, the following issue is considered. On the one hand, since noise or measurement errors are randomly distributed to the optical data one needs a reasonable sample size for the simulation study for the case of noisy data. On the other hand, the simulation studies are very time consuming. Thus, a compromise between reasonable sample size and runtime is needed. Therefore, we decided on 8–10 runs as sample size. Details of both algorithms are described in the next subsections.

2.1 TROPOS/UH algorithm

2.1.1 Solving the Fredholm equations

Detailed descriptions of solving the modified version of Tikhonov’s inversion algorithm is explained in detail by Müller et al. (1999a) and Veselovskii et al. (2002).

The number of base functions, \( N_B \), is equal to or exceeds the number of optical data. Veselovskii et al. (2002, 2004) prefer to keep the number of base functions nearly equal to the number of input optical data.

In the case of the algorithm developed at TROPOS, the base functions have triangular shape on a logarithmic radius scale (Müller et al., 1999a, b). We tested two other shapes of base functions, i.e. histogram columns (Heintzenberg et al., 1981) and monomodal logarithmic-normal distributions (Amato et al., 1995). We did not find significant improvement of our data products when we used these shapes of base functions. We believe that one main cause for this result is the fact that the main error sources in data inversion are incorrect optical input data, unknown complex refractive index and uncertainties caused by the regularization procedure. All these errors outweigh the potential improvements that could be obtained by using a more suitable description of the investigated PSDs, e.g. base functions of logarithmic-normal shape. The base functions of second order, i.e. first degree that we use, have also been shown to work sufficiently well for the reconstruction of PSDs of bimodal shape (Veselovskii et al., 2004).

We can solve Eq. (7) by introducing the transposed matrix \( A^T \). Assuming its existence we use \( (A^T A)^{-1} \) as the inverse of matrix \( A^T A \). In that way we obtain the simple normal solution of Eq. (7) for the weight factors:

\[
f = (A^T A)^{-1} A^T g.
\]

The solution of Eq. (8) usually leads to physically useless results because the mathematical problem is ill posed. The reason for it is that the matrix-operator \( A \) is ill conditioned since it is the discretized representative of an infinite-dimensional ill-posed operator. Details on this property can be found in, e.g. Twomey (1977). Explanations can also be found in, e.g. Müller et al. (1999a), who provide details on how to overcome this problem. Briefly, we introduce the equation (Twomey, 1977; Tikhonov and Arsenin, 1977)

\[
(A^T A + \gamma H) f = A^T g.
\]

The expression \( H \) is the smoothing matrix operator (Twomey, 1977). This operator describes the physical constraint that the retrieved PSD does not show "large" oscillations in the size range for which the PSD is retrieved. This size range is determined by the inversion window.

Details on the appropriate choice of \( H \) can be found in Twomey (1977). \( H \) influences the maximum difference between the weight factors of successive base functions. \( \gamma \) is the Lagrange multiplier. It is the non-negative regularization parameter that determines the degree of smoothing of the investigated PSDs, i.e. the strength of the operator \( H \).

2.1.2 Identification of the solution space

Finding the solution requires the application of several constraints. These constraints stabilize the inversion problem and help us reject mathematical solutions that are physically not reasonable. We use the simplifying assumption of a wavelength- and size-independent complex refractive index of the aerosol particles.

The rationale for using a gliding inversion window is given by Müller et al. (1999a, b). We used to apply 50 inversion windows (Müller et al., 1999a) but subsequently moved to 400 windows in this manually operated algorithm. We find that the quality of the retrieval can be improved if we use more inversion windows on a smaller radius search grid. Figure 1 in Müller et al. (1999a) shows how the inversion windows are formed.

We also discretize the CRI search space. In this contribution the real part \( m_R \) varied from 1.325 to 1.8 with step 0.025. The imaginary part, \( m_{Ii} \), varies from 0 to 0.05i with step 0.003i.

In that way we obtain \( k \) individual mathematical solutions for a given optical data set. Each solution number \( k \) is characterized by an inversion window \( \left[ r_{\min}^{(k)}, r_{\max}^{(k)} \right] \) and a CRI value \( m^{(k)} = m_R^{(k)} - m_{Ii}^{(k)} i \), which defines the vector \( f^{(k)} \) of
the weight coefficients and the vector $g^{(k)}$ of the optical data that can be backcalculated from the inversion results.

$$A^{(k)} f^{(k)} = g^{(k)} \quad (10)$$

We calculate the discrepancy vector, as introduced by Veselovskii et al. (2002):

$$\rho^{(k)} = A^{(k)} | f^{(k)} | - g \quad (11)$$

and the normalized discrepancy value

$$\rho_j^{(k)} = \frac{1}{N_0} \sum_{j=1}^{N_0} \frac{\rho_j^{(k)}}{g_j} \times 100\% . \quad (12)$$

The symbol $|$ denotes that every element of the vector $f^{(k)}$ is converted into its absolute value. The number of optical data is $N_0$. The term $\rho_j^{(k)}$ denotes the $j$th component of vector $\rho^{(k)}$. The $j$th component of vector $g$ is $g_j$.

The simulations were carried out with synthetic data and with uncertainties added to the data. The main purpose of the simulation with erroneous data was to learn by how much the inversion products could deviate from the correct results for various error levels. We tried to answer this question by distorting the optical data such that extreme changes (distortions) of the spectra of the backscatter coefficients (at 355, 532, and 1064 nm) and the spectra of the extinction coefficients (at 355 and 532 nm) could be achieved. We assumed an uncertainty of 5, 10, and 15 % for the data points.

For example in the case of 15 % error, we added 15 % to the extinction coefficient measured at 355 nm and we subtracted 15 % from the extinction coefficient at 532 nm. We did the same for the backscatter coefficients at 355, 532, and 1064 nm. In that case six combinations of +15 % and -15 % error are possible; however two scenarios were not considered as they merely lead to an overall shift of the backscatter spectrum to +15 % or -15 %. In combination with the two possible distortions of the extinction spectrum we obtain eight possible error scenarios. The inversion was carried out for each of the eight distorted optical data set, and in this way we obtained eight different solutions. We then averaged these eight solutions, which provides us with a mean value of the inversion of the erroneous data set and an uncertainty bar in terms of 1 standard deviation. An important point in that approach is that we did not apply any smoothing constraints that would reduce these extreme slopes of the extinction and backscatter spectra. Thus we also create extreme values of the extinction-, backscatter-, and lidar-ratio-related Ångström exponents.

2.1.3 Particle size distributions: examples

Table 1 summarizes the parameters of the PSDs that were used in the simulation studies. Additional explanations are given in Sect. 3.1.

<table>
<thead>
<tr>
<th>gsd (µm)</th>
<th>er (µm)</th>
<th>sc (µm² µm⁻³)</th>
<th>vc (µm² µm⁻³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>0.15</td>
<td>0.18</td>
<td>0.0088</td>
</tr>
<tr>
<td>1.7</td>
<td>0.2</td>
<td>0.22</td>
<td>0.015</td>
</tr>
<tr>
<td>1.9</td>
<td>0.28</td>
<td>0.29</td>
<td>0.027</td>
</tr>
<tr>
<td>2.1</td>
<td>0.4</td>
<td>0.38</td>
<td>0.05</td>
</tr>
<tr>
<td>2.3</td>
<td>0.57</td>
<td>0.5</td>
<td>0.095</td>
</tr>
</tbody>
</table>


Figure 2 shows examples of PSDs retrieved with the TROPOS/UF algorithm. The task of deriving the shape of the particle size distribution is challenging as we are dealing with a small number of optical data, i.e. the information content of the set of optical data is low. However, during our development work we noticed that we can obtain some information on the particle size distribution too.

The panel shows the results for moderately absorbing aerosols, i.e. the imaginary part is 0.01i. The first row (a–c) shows the results for error-free data and the assumption that the real part can be derived to an uncertainty of 0.1. The second row (d–f) shows the results for error-free data and the ideal case that we can derive the real part to 0.05 accuracy. The rationale for using these uncertainties of 0.1 and 0.05 will be given in Sect. 3.1. The third row (g–i) shows the results for a measurement error of 15 % and an uncertainty of 0.1 of the real part. The fourth row (j–l) shows the results for the measurement error of 15 % and an uncertainty of 0.05 of the real part.

The left plot of each row (a, d, g, j) shows the results for the mean radius of 60 nm. The middle plot in each row (b, e, h, k) shows the results for the mean radius of 140 nm. The right plot of each row (c, f, i, l) shows the results for the mean radius of 300 nm. These three mean radii are equivalent to effective radii of 0.23, 0.55, and 1.2 µm. The numbers describe 1 PSD (in volume concentration presentation) for which particles are mainly in the fine-mode fraction (left column), 1 PSD for which particles are in the fine- and coarse-mode fraction (centre column), and 1 PSD for which the particles mainly are in the coarse-mode fraction (right column).

We see that the shape of the particle size distributions can be derived to some degree. The individual solutions in general exhibit similar features. The panel shows that we may not be able to derive the exact shape of the particle size distributions. The individual PSDs show peaks that are not exactly at the position of the peak of the true PSD. Nevertheless, if
we average all individual PSDs, the mean solution is comparably close to the true PSD.

2.2 UP algorithm

2.2.1 Solving the Fredholm equations and description of the software

The Potsdam algorithm (UP) uses TSVD as a hybrid regularization method and collocation with B splines $B_j(r)$, $j = 1, \ldots, n$, of variable order $d$. The discretization technique of the Fredholm integral Eq. (3) itself follows the same rules as the TROPOS/UH algorithm (see Eqs. 6, 7). For more details about the TSVD we refer to Engl et al. (1996), Hansen (2010), and Böckmann (2001). In contrast to the TROPOS/UH algorithm, the UP method uses the number $n$ and the order $d$ of the B splines as the first two regularization parameters. The TROPOS/UH algorithm uses the fixed order 2, i.e. B splines with triangular shape. We found that if we use TSVD, the number and shape of the B splines has a large influence on the accuracy of the inverted PSD. Our experience shows that $n = 3, \ldots, 8$ and $d = 3, 4$ are the most appropriate parameters.

It is a well-known fact (e.g. Hansen (2010)) that the discretization dimension (number $n$ of used B splines) has regularization properties. The matrix $A$ is decomposed uniquely into $A = V^T D U$ by orthonormal matrices $U$ and $V$. $D$ is a rectangular diagonal matrix. This matrix contains non-negative singular values that cluster to zero. Since small singular values amplify the data noise (measurement errors) and generate oscillations in the solution, namely the PSD, it is necessary to truncate them. The truncation level of the singular values $k = 0, \ldots, \min(5, n) - 1$ is the third regularization parameter of the hybrid method. Thus we obtain a triple $(d, n, k)$ of parameters.

The linear equation system $A f = (V^T D U) f = g$ has to be solved for each parameter triple, e.g. $n = 3, \ldots, 8$, $d = 3, 4$ and $k = 0, \ldots, \min(5, n) - 1$; we note that matrix $A$ is derived in Eq. (6). The PSD $f(r)$ is determined from a linear combination of a particular set of B splines (number and order) as $f(r) = \sum_{j=1}^{n} f_j B_j(r)$. Details on the non-negative
constraint that is included in addition in the retrieval of the PSD is explained by Böckmann (2001).

The spline number \( n \) and order \( d \) are parameters that are not independent of each other. These two parameters are related to each other through the number of B-spline nodes. Our algorithm can use an equidistant or a non-
equidistant node grid. For the latter option we employ a non-
equidistant grid that uses the Chebyshev polynomial roots for these nodes. These nodes are transformed into the interval \([r_{\text{min}}, r_{\text{max}}]\) to avoid frequently observed characteristics (e.g. oscillations) of the PSD.

Figure 1 shows a screenshot of the developed software. The workflow of the software is split into a set-up, computation, and evaluation step. The set-up step allows the user to specify input data, define the parameter space that will be searched, configure a simulation, and select retrieval methods. The goal of this step is to create a job description that is fed into the computation step.

For the computation step, we have developed a parallel software that allows us either to cope with the vast parameter space or to enable us to carry out a more refined search for a solution. This part of the software is designed such that it runs separately from the interactive set-up and evaluation step. In this way it can be used for parallelized execution on a supercomputer or a computer cluster. A master process splits the work task into small units and delegates the calculations to any available worker process. Once a worker has completed its task, it returns the results to the master. The current search algorithm allows for what we describe as embarrassingly parallel processing (i.e. it does not require any interaction between the workers and therefore scales to a large number of workers (Osterloh et al., 2009).

The screenshot in Fig. 1 was taken from the result-evaluation step after completion of one of the inversion computations. We use the Qt cross-platform application framework. The Qt-based front-end allows the data operator to interactively explore the results and plot further details (right box) for selected coordinates (grid points) (left box).

It is obvious that including the wavelength- and size-independent complex refractive index grid, (Fig. 1; left box), the solution space of the algorithm is quite huge. It contains \(|n| \times |d| \times |k| \times |\text{RPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPCRI}| \times |\text{IPA}}
Figure 3. Examples of colour-coded refractive index grids and PSDs for noiseless input data. The rows correspond to different imaginary parts of the CRI: 0, 0.005, 0.01 and 0.05. The first two columns contain fine-mode particles with $\sigma = 1.5$ and real part 1.5. We used equidistant B-spline nodes. The third and fourth columns correspond to intermediate-mode particles with $\sigma = 2.1$, real part of CRI 1.5 and non-equidistant B-spline nodes, except (c), (d) with real part 1.4 and equidistant nodes. The mean PSD (the solution) is drawn as red single line.

For the real part 1.4 the diagonal structure more or less disappears for fine-coarse- (Fig. 3c) and coarse-mode particles (not shown here) except for strongly light-absorbing particles of imaginary part $0.05i$. We observe a similar behaviour for the same particle types if the real part is 1.6 with non-absorbing or weakly absorbing particles (imaginary part $0i$ and $0.005i$), not shown here. Columns 1 and 3 of Fig. 3 show that the selection procedure of the CRI becomes easier with increasing imaginary part. We note that we did not use larger coarse-mode particles, e.g. the case of $\sigma = 2.5$, in our simulation study because of the ill-posedness from a mathematical point of view, i.e. the smoothness of the kernel function in Eq. (1). Our investigations show that the Potsdam algorithm should not be used for radii larger than 5–7 $\mu$m depending on the refractive index (rule of thumb) (see Osterloh et al. (2013) and Samaras et al. (2015)).

2.2.2 Identification of the solution space for UP algorithm

In this section we explain the selection procedure of CRI and PSD. The main selection criteria are based on our knowledge of working with simulated and experimental data for the case of a grid mesh of $30 \times 30$ to $60 \times 60$ grid points (see Figs. 1 and 3).

First, if grid points of the CRI are located along a diagonal they can be collected into one cluster as long as this selec-
tion results in a good representation of the PSD (Fig. 3a, e, i, m). Isolated grid points which are not located in a cluster inside the diagonal region or in a cluster inside an arbitrarily shaped region (see Fig. 3c) should be removed even in the case that a good mathematical approximation of the PSD exists. But usually the approximation of the PSD that results from isolated grid points is not very good. Physically meaningful PSDs appear in clusters.

Second, if grid points form a thin vertical or horizontal line and additionally provide a bad approximation of the solution, i.e. of the PSD, all data points along the vertical or horizontal line should be removed. Grid points that appear isolated at the end of a diagonal or an arbitrarily shaped region (we denote them as boundary points) may be removed.

Third, as a rule of thumb one should select at least 10 and at most 20 grid points. If meaningful, one can use accumulative two or three mathematical norm grids of the refractive index (as previously explained). If more than one cluster exists and if these clusters have the same number of solutions it is difficult to decide which cluster should be preferred. Changing the mathematical norm grid may help in the decision making. For more details see Samaras et al. (2015).

Finally, for fine-mode particles (σ = 1.5, 1.7, i.e. narrow mono-lognormal PSD) we suggest using an equidistant B-spline node grid. However, our experience shows that better results can be achieved for coarse-mode particles (σ = 2.3, expanded mono-lognormal PSD) with a non-equidistant grid of left-hand Chebyshev nodes.

Furthermore, the use of the Páde iteration as regularization method often leads to very good results with respect to the pattern of the obtained refractive index grid. Therefore, the manually controlled selection process of the CRI, as described above, often can be performed more easily with Páde iteration than with TSVD regularization. This is especially true for the PSD examples σ = 1.5, 1.7, 1.9 (fine- and intermediate-mode particles), independent of the real and imaginary part of the CRI. In all cases, the selection process of the CRI grid points that are associated with the best PSD solutions is very easy to do since the best solutions in most CRI grids form distinctive diagonals (not shown here).

In general grid points are not isolated, i.e. all points are located in clusters. If a diagonal structure is absent, we know from experience that meaningful solutions can be identified in arbitrarily shaped clusters too (Samaras et al. 2015). Only broader modes, σ = 2.1, 2.3, seem to be occasionally problematic in terms of seeking a solution cluster, which could lead to oscillatory PSDs. Therefore, the use of the Páde iteration is a huge improvement. Nevertheless, it should be mentioned that the retrieved mean PSD is less accurate in the case of small particle radii compared to the PSD obtained with TSVD. Therefore, the Páde iteration was not used in this simulation study. It is an ongoing work to combine the methods in an appropriate way to make use of the different advantages associated with both methods.

2.2.3 Particle size distribution: examples

The UP algorithm was tested with the same examples (Table 1) as the TROPOS/UH algorithm. The selection of the best CRI grid points, i.e. the mean CRI, is always strongly connected with the corresponding PSD, i.e. we look for similar shapes of the PSD. The retrieved mean PSD solution, Figs. 3, 4 (solid red line), is the average of 10 to 20 PSDs (solid grey lines) corresponding to the selected 10 to 20 CRI grid points as described in the last section (true PSD: solid black line). Figure 3 shows eight examples of retrieved PSDs for the case of noiseless data. In that case it is possible to retrieve the monomodal lognormal shape of the input PSD very well with regard to accuracy and precision in almost all examples, in particular peak height and location match accurately (Fig. 3). We note (not shown here) that a second peak very often occurs for coarse-mode particles (gsd σ = 2.3), although this second peak is very small in most cases. The exceptions are weakly absorbing (0.005i, 0.01) particles with real parts around 1.4. In that case the PSD is monomodal. For non-absorbing particles or strongly light-absorbing particles (0.05i) with real part 1.4, the second peak also occurs for gsd σ = 2.1 (Fig. 3d) and gsd σ = 1.9 (not shown here).

In summary, the retrieval of the PSD in the case of noiseless data is excellent with regard to retrieval accuracy and retrieval precision. Only for almost all real and imaginary parts in the coarse-mode case and for fine-coarse-mode cases with real parts around 1.4 and imaginary parts of 0i and 0.05i respectively, the retrieved PSDs show a small second peak. But this second peak probably is only a mathematical feature (oscillation) which cannot be smoothed out during the regularization process. The reason for this second peak is probably the larger ill-posedness of the underlying mathematical problem.

Figure 4 shows 16 examples of retrieved PSDs for the case of noisy data (random Gaussian noise of 15 %, 10 runs per example). Most of the results are good, in particular for gsd 1.7 and 1.9 where the accuracy of the results is very good (Fig. 4, second and third column). In the case of noisy input data, oscillations of the PSDs that describe coarse-mode particles (gsd σ = 2.3) occur. These PSDs show a second or even a third peak for all CRIs considered in this study. However, the retrieval accuracy is good (except for strongly light-absorbing particles with 0.05i (Fig. 4p)). In contrast, retrieval precision is not that good. Additionally, all PSDs coupled with real part 1.4 and gsd 1.7–2.1 show more or less a second peak for all imaginary parts (not shown here).

The retrieved PSDs of fine-mode particles with gsd σ = 1.5 are always monomodal. However, the peak height is underestimated and the peak is shifted to larger radii (see Fig. 4a, e, i, m); the precision is still good but the accuracy is lower in comparison with gsd 1.7 and 1.9 (Fig. 4, second and third column). The impact (quantity) of both effects (location and height of the peak) decreases with increasing real part,
Figure 4. Examples of PSDs for input data with 15% noise: the rows correspond to different imaginary parts of the CRI: 0, 0.005, 0.01, and 0.05. The columns correspond to gsd: 1.5, 1.7, 1.9, 2.3. The real part of CRI is 1.5. The mean PSD, i.e. the solution, is shown as a solid red line.

independent of the value of the imaginary part (not shown here).

For the combination of real parts 1.5 and 1.6 and \( \sigma = 1.7, 1.9 \) the retrieved PSDs (red solid lines) are monomodal. The peak height and its location show excellent overlap to the peak height and location of the initial distribution (black solid lines) for all imaginary parts. Examples are shown in Fig. 4, second and third column, for real part 1.5. The accuracy and precision is very high even in the case of noisy data. In contrast, for \( \sigma = 2.1 \) (not shown here) the peak height is often a little bit overestimated, but the peak location is only slightly shifted to the left or right.

In summary, if 15% noise is added to the input data, the PSD can still be retrieved quite well for fine-coarse-mode particles in the case of real parts 1.5 and 1.6 in combination with all imaginary parts.

3 Simulation results and discussion

3.1 Generation of optical data for retrieving microphysical parameters

Table 1 shows the parameters of the particle size distributions (effective radius and geometric standard deviation) and the CRIs that were used for the computations of the optical input data. We used five different effective radii.

In our study we consider particles of radius below 500 nm as fine-mode particles and particles above 500 nm as coarse-mode particles. We did not investigate explicitly bimodal particle size distributions. All tests were done with monomodal particle size distributions. Nevertheless we think that the choice of our particle size distributions still allows us to infer conclusions on the performance of our algorithms with respect to what is usually denoted fine-mode fraction and coarse-mode fraction of bimodal particle size distributions, even if the investigated size distributions are only monomodal. The sensitivity of the algorithm toward particle size depends on the underlying Mie-scattering efficiencies for single particles, and this dependence does not change in dependence of the modality of the particle size distribution.
Effective radii of 0.15 and 0.2 µm are in the size range of the fine-mode fraction of particle size distributions. Effective radii of 0.28 and 0.4 µm describe particle size distributions that have a significant share of particles in the coarse-mode fraction and the fine-mode fraction. An effective radius of 0.57 µm describes a size distribution for which most of the particles are in the coarse-mode fraction of the particle size distribution.

With regard to the complex refractive indices we tested three real parts, i.e. 1.4, 1.5, and 1.6. In our opinion these values cover a realistic range of real parts that can be expected for atmospheric particles. Values of around 1.4 describe highly refractory particles. Sea salt belongs to this class of particles. The value of 1.5 can be used to describe industrial pollutants, for example sulfuric acid. Soot has a high real part of 1.8, but it is usually not found in pure form. Thus, if soot mixes with other aerosol components the real part reduces. We estimate that 1.6 is a representative value for pollution particles, for example biomass burning particles that contain some amount of black carbon.

The imaginary part varies over several orders of magnitude. Our goal in our software development is that we can find the correct value at least to within ±50 %.

An accuracy of approximately ±0.03 for single-scattering albedo is often assumed as a basic requirement in order to test the sensitivity of light-absorbing aerosols in climate change studies. This accuracy, however, cannot be expressed in terms of a single number of the accuracy of the imaginary part. The reason for it is that the particle size distribution also influences the value of the SSA. A small change of the imaginary part may have a significant impact on the SSA if the particles are in a specific radius range. A small change of the imaginary part may not have a significant impact on the SSA if the particles are in another part of the radius range of atmospheric particles. We currently cannot quantify by how much the SSA changes if particle size and/or complex refractive index change by a certain amount. Detailed simulation studies (e.g. forward Mie-scattering computations) for a wide range of scenarios of PSDs and CRIs would be required. This work goes beyond the scope of the current study.

In the first step we used the UP algorithm to test if we are able to derive the imaginary part to within ±0.005 in absolute values. We used the TROPOS/UH algorithm to find out the accuracy of all other retrieved microphysical parameters, assuming that the real part can be derived to ±0.05 or ±0.1 accuracy. We investigated if this constraint on the real part allows for retrieving the imaginary part to ±0.005. This accuracy of ±0.005 may in fact not be achievable, at least not for arbitrary particle scenarios, but it would significantly increase our chances to retrieve highly accurate values of single-scattering albedo.

We had to restrict our simulations to a few imaginary parts because the inversion algorithms are manually operated and the data analysis is time consuming. We selected a few imaginary parts that were meant to give us a reasonable overview on the retrieval performance if particles are non-absorbing (imaginary part = 0i) and if particles are highly light-absorbing (imaginary part = 0.05i).

One point that must be considered in these simulations is the fact that, with regard to experimental conditions, we likely will not find all possible combinations of the particle size parameters (effective radius, real, and imaginary part of the complex refractive index) listed in Table 1. The reason why we believe that this will not happen can be seen from the following Table 2.

Table 2 shows the minimum and maximum values of the extinction-related and backscatter-related Ångström exponents that follow from the combinations of the five effective radii and the CRIs listed in Table 1. The other three values (five in total) for each of the Ångström exponents fall within these minimum and maximum values. We also show the individual values of the lidar ratios, and the ratio of the two lidar ratios (at 355 and 532 nm) that we obtain from all the combinations of the real and imaginary parts for each effective radius tested in this sensitivity study.

The extinction-related Ångström exponents largely cover the range of values we found from measurements of extinction coefficients at 355 and 532 nm. We regularly measure extinction-related Ångström exponents of 1–2 in regions that are affected by anthropogenic pollution. Maximum values that have been measured are as high as 2.5, but we did not test this scenario in our study.

Values below 1 describe large particles in the coarse-mode fraction of particle size distributions. The most likely candidate of an aerosol type with extinction-related Ångström exponents below 1 is mineral dust. However, we cannot simulate with reasonable confidence optical data that describe mineral dust particles. Until now we could not identify a light-scattering model that would allow us to model trustworthy values of particle backscatter coefficients, i.e. scattering at 180°. However, in the past we measured extinction-related Ångström exponents of 0.5–1. Such values are related to aged biomass burning aerosols (Müller et al., 2005). In a few instances, extinction-related Ångström exponents of aged biomass burning aerosols were less than 0.5.

We also considered the case of extinction-related Ångström exponents around 0. Again, this scenario most likely occurs if large mineral dust particles are present. However, large sea-salt particles may also show extinction-related Ångström exponents of around 0 and for that reason we simulated such cases as well. We point out that it is not unlikely to find extinction-related Ångström exponents slightly less than 0, as shown in Table 2. It is unclear if negative values can be resolved by Raman lidar measurements in view of realistic measurement errors of 10–20 %.

The critical point in this table is the lidar ratios. Several values are quite clearly very unusual. Some lidar ratios are considerably higher than 100 sr, and some values are considerably lower than 20 sr.
Table 2. Input parameters of the size distributions used in the simulation studies. We used monomodal PSDs with mean radius 100 nm and 5 different geometric standard deviations. We used PSDs normalized to one particle per cm\(^3\). The parameter \(\text{ext-A}(355/532)\) denotes the extinction-related Ångström exponent for the wavelength pair 355/532 nm, while \(\text{bsc-A}(355/532)\) and \(\text{bsc-A}(532/1064)\) denote the backscatter-related Ångström exponents for the wavelength pairs 355/532 nm and 532/1064 nm respectively. \(\text{LR}(355)\) and \(\text{LR}(532)\) denote the lidar ratios at 355 and 532 nm respectively. \(\text{LR}(532)/\text{LR}(355)\) denotes the colour ratio of the lidar ratios at 355 to 532 nm. We use five different imaginary parts for each pair of effective radius and real part. For that reason we obtain five different lidar ratios for each of these pairs. In the case of the Ångström exponents, we show the range from minimum to maximum value instead of the five individual values. That range of values arise from the choice of different input parameters used for the particle size distributions.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Real part</th>
<th>Optical</th>
<th>(µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{ext-A}(355/532))</td>
<td>0.15</td>
<td>1.45–1.78</td>
<td>1.29–1.49</td>
</tr>
<tr>
<td>(\text{bsc-A}(355/532))</td>
<td>0.36–1.38</td>
<td>0.53–1.79</td>
<td>1.06–2.37</td>
</tr>
<tr>
<td>(\text{bsc-A}(532/1064))</td>
<td>0.59–1.11</td>
<td>0.6–1.23</td>
<td>0.63–1.4</td>
</tr>
<tr>
<td>(\text{LR}(355))</td>
<td>81, 89, 99, 142, 191</td>
<td>55, 63, 11, 107, 153</td>
<td>34, 39, 44, 70, 106</td>
</tr>
<tr>
<td>(\text{LR}(532)/\text{LR}(355))</td>
<td>0.64–0.85</td>
<td>0.74–1.13</td>
<td>0.99–1.59</td>
</tr>
<tr>
<td>(\text{ext-A}(355/532))</td>
<td>0.2</td>
<td>0.94–1.11</td>
<td>0.73–0.85</td>
</tr>
<tr>
<td>(\text{bsc-A}(355/532))</td>
<td>0.19–1.19</td>
<td>0.61–1.76</td>
<td>1.16–2.12</td>
</tr>
<tr>
<td>(\text{bsc-A}(532/1064))</td>
<td>0.46–1.23</td>
<td>0.59–1.59</td>
<td>0.89–2.03</td>
</tr>
<tr>
<td>(\text{LR}(355))</td>
<td>72, 84, 96, 155, 229</td>
<td>34, 40, 47, 85, 138</td>
<td>16, 19, 23, 42, 72</td>
</tr>
<tr>
<td>(\text{LR}(532)/\text{LR}(355))</td>
<td>0.73–1.03</td>
<td>0.96–1.45</td>
<td>1.29–1.86</td>
</tr>
<tr>
<td>(\text{ext-A}(355/532))</td>
<td>0.28</td>
<td>0.55–0.62</td>
<td>0.37–0.4</td>
</tr>
<tr>
<td>(\text{bsc-A}(355/532))</td>
<td>0.03–1.08</td>
<td>0.48–1.31</td>
<td>0.75–1.47</td>
</tr>
<tr>
<td>(\text{bsc-A}(532/1064))</td>
<td>0.31–1.19</td>
<td>0.6–1.62</td>
<td>0.99–1.95</td>
</tr>
<tr>
<td>(\text{LR}(355))</td>
<td>56, 72, 87, 161, 257</td>
<td>23, 28, 34, 69, 124</td>
<td>10, 12, 15, 32, 59</td>
</tr>
<tr>
<td>(\text{LR}(532)/\text{LR}(355))</td>
<td>0.81–1.21</td>
<td>1.05–1.44</td>
<td>1.24–1.64</td>
</tr>
<tr>
<td>(\text{ext-A}(355/532))</td>
<td>0.4</td>
<td>0.3–0.32</td>
<td>0.16–0.17</td>
</tr>
<tr>
<td>(\text{bsc-A}(355/532))</td>
<td>–0.09–0.99</td>
<td>0.23–0.85</td>
<td>0.32–0.94</td>
</tr>
<tr>
<td>(\text{bsc-A}(532/1064))</td>
<td>0.17–1.1</td>
<td>0.5–1.31</td>
<td>0.78–1.48</td>
</tr>
<tr>
<td>(\text{LR}(355))</td>
<td>41, 60, 77, 163, 280</td>
<td>18, 24, 30, 64, 121</td>
<td>7, 10, 13, 29, 57</td>
</tr>
<tr>
<td>(\text{LR}(532)/\text{LR}(355))</td>
<td>0.86–1.31</td>
<td>1.03–1.31</td>
<td>1.1–1.42</td>
</tr>
<tr>
<td>(\text{ext-A}(355/532))</td>
<td>0.57</td>
<td>0.14</td>
<td>0.04–0.05</td>
</tr>
<tr>
<td>(\text{bsc-A}(355/532))</td>
<td>–0.2–0.84</td>
<td>–0.03–0.51</td>
<td>–0.02–0.56</td>
</tr>
<tr>
<td>(\text{bsc-A}(532/1064))</td>
<td>0.04–1</td>
<td>0.31–0.94</td>
<td>0.46–1.04</td>
</tr>
<tr>
<td>(\text{LR}(355))</td>
<td>31, 52, 72, 169, 305</td>
<td>16, 22, 29, 65, 128</td>
<td>6, 9, 12, 30, 60</td>
</tr>
<tr>
<td>(\text{LR}(532)/\text{LR}(355))</td>
<td>0.87–1.33</td>
<td>0.97–1.21</td>
<td>1–1.27</td>
</tr>
</tbody>
</table>

There remains the question of whether it is justified to simulate scenarios in which lidar ratios considerably exceed 100 sr or drop below 20 sr. We believe that we should consider such extreme outliers in at least a few studies for two reasons. First, we can test the robustness of our algorithms for such extreme cases. The second point is that the underlying microphysical properties do not seem to be completely out of range of numbers we can expect for atmospheric particles. It is simply the combination of specific values of particle size distribution and CRI that creates these outliers of lidar ratios.

3.2 Simulation results of TROPOS/UH algorithm

We carried out the inversions as described in the methodology section. We tested how well we can retrieve the parameters of interest under favourable circumstances. In this study we define favourable circumstances as the situation in which we have approximate knowledge of the real part of the complex refractive index. This latter assumption is based on a recent study by Chemyakin et al. (2014), who show that the arrange and average algorithm may be a method that could allow us to constrain the real part of the refractive index to 0.1 or even 0.05 uncertainty (Table 3 in Chemyakin et al.
Table 3. Percentage of simulation cases that result in given retrieval accuracy.

<table>
<thead>
<tr>
<th>Retrieval accuracy</th>
<th>TROPOS/UH</th>
<th>UP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>correct data</td>
<td>15 % error</td>
</tr>
<tr>
<td>Effective radius</td>
<td>20 %</td>
<td>79</td>
</tr>
<tr>
<td>Surface area conc.</td>
<td>20 %</td>
<td>95</td>
</tr>
<tr>
<td>Volume conc.</td>
<td>20 %</td>
<td>77</td>
</tr>
<tr>
<td>Real part</td>
<td>0.1</td>
<td>–</td>
</tr>
<tr>
<td>Imag. part</td>
<td>0.005</td>
<td>57</td>
</tr>
<tr>
<td>SSA (355 nm)</td>
<td>0.05</td>
<td>81</td>
</tr>
<tr>
<td>SSA (532 nm)</td>
<td>0.05</td>
<td>85</td>
</tr>
</tbody>
</table>

Results for case of accuracy of real part retrieval of 0.05

<table>
<thead>
<tr>
<th>Retrieval accuracy</th>
<th>TROPOS/UH</th>
<th>UP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>correct data</td>
<td>15 % error</td>
</tr>
<tr>
<td>Effective radius</td>
<td>20 %</td>
<td>87</td>
</tr>
<tr>
<td>Surface area conc.</td>
<td>20 %</td>
<td>95</td>
</tr>
<tr>
<td>Volume conc.</td>
<td>20 %</td>
<td>89</td>
</tr>
<tr>
<td>Real part</td>
<td>0.05</td>
<td>–</td>
</tr>
<tr>
<td>Imag. part</td>
<td>0.005</td>
<td>68</td>
</tr>
<tr>
<td>SSA (355 nm)</td>
<td>0.05</td>
<td>85</td>
</tr>
<tr>
<td>SSA (532 nm)</td>
<td>0.05</td>
<td>87</td>
</tr>
</tbody>
</table>

We also tested our algorithm under the assumption of comparably unfavourable measurement error scenarios. We distorted each optical data point by its maximum value of either 5, 10, or 15%. In that regard, errors of 15% represent the worst case scenario in this study. We did this distortion without considering the possibility that data points may be correlated to each other and thus error bars may also not be independent of each other. We assume that the inversion of such “extremely” distorted backscatter and extinction spectra would result in microphysical parameters that also deviate to a maximum value from the correct values. This assumption of course has the flaw that the inversion is a non-linear problem. That means an extreme distortion of optical input data may not necessarily need to lead to a maximum deviation of the retrieved microphysical parameters from their true values. However, we believe that we will learn more about this type of error analysis in this first attempt and that we can refine it in future studies.

3.2.1 Results for error cases 0 and 15%

Figure 5 shows a summary of the retrieval performance of the TROPOS/UH algorithm with regard to effective radius, number, surface area, and volume concentration, and the real and imaginary part. The left panel shows the results of simulations carried out for error-free data. The right panel shows the extreme error estimation of the retrieval results.

According to Chemyakin et al. (2014), the real part of the CRI of the optical data we used in this study can be retrieved to an accuracy of approximately 0.1 with 2σ confidence for the case of noiseless optical data (Table 3 in Chemyakin et al. (2014)). We made use of this result in our simulations as we are mainly interested in finding out about the performance of the algorithm under favourable conditions of the input parameters. For example, we are looking for ways that allow us to constrain the search space of the refractive index grid, as the retrieval of the refractive index poses the greatest challenge in our work.

Under this assumption of known refractive index, the other parameters can be derived accordingly. The results are shown as squares in Fig. 5. We see that effective radius can be derived to high accuracy if the particles are in the fine-mode fraction of the particle size distribution. With regard to particles in the intermediate state (transition from fine mode to coarse mode, i.e. effective radii of 0.28 and 0.4 μm) and the
Figure 5. Left panels: TROPOS/UH algorithm retrieval results for (a–c) effective radius, (d–f) surface area concentration, (g–i) volume concentration, (j–l) real part, and (m–o) imaginary part of the complex refractive index, and single-scattering albedo at (p–r) 355 nm and (s–u) 532 nm. The left segment shows the results for real part 1.4, the centre segment shows the results for real part 1.5, and the right segment shows the results for real part 1.6. Our inversion results are obtained with an upper threshold of the real part of 0.1 (boxes) and a threshold of 0.05 accuracy (circles). The error bars denote 1 standard deviation. Right panels: results of our extreme error analysis for the case of 15% measurement error. Upward-pointing triangles refer to results for which the real part was constrained to 0.05. Downward-pointing triangles refer to inversion results for which the real part was constrained to 0.1. Meaning of the other symbols is the same as in the left panel.

course mode, the performance on average still is acceptable (in view of the uncertainty bars) although we find outliers for particles with real parts of 1.4.

Surface area concentration on average shows exceptionally high accuracy. The precision (the uncertainty bars reflect the statistical noise in terms of 1 standard deviation) is high compared to the error bars we obtain for effective radius and volume concentration. We find one outlier (see Fig. 5e) which cannot be explained at the moment.

Volume concentration in general shows the same features as effective radius, i.e. the retrieval accuracy is generally good for particles in the fine-mode fraction. We find some outliers for the intermediate cases and the coarse-mode case, mainly for real parts of 1.4.

The real parts follow from the application of the methodology suggested by Chemyakin et al. (2014) (see Table 3 in Chemyakin et al. (2014)). If the real part is known, we can derive the imaginary part too, as the solutions for the real and imaginary part are correlated. An example of what this correlation looks like is shown for the UP algorithm in Fig. 1. Similar behaviour has also been found for the TROPOS/UH algorithm (see for example Fig. 3 in Müller et al. (2001b)).

The imaginary part can be found within ±50% uncertainty if imaginary parts are 0.01 or larger. This result has already been found in previous studies, e.g. Müller et al. (1999b). We know that we cannot derive the exact value if the imaginary part is $i$. The inversion results for each data product are always the mean of several results. Thus, even if we assume that the correct optical data are used in the inversion, i.e. no error bars are considered, we end up with an overestimation of the imaginary part. The reason for this situation is that we carry out the inversion for a grid of complex refractive indices. In general we will find acceptable inversion results even for cases in which the imaginary part is not $i$ (Ansmann and Müller, 2005; Müller et al., 1999b). If we average these individual values, we naturally obtain a bias toward mean values larger than $i$.

The noteworthy point and a new result compared over previous studies is that our simulations give us an impression of the likely value of the overestimation of the imaginary part. If the true imaginary part is less than 0.01 we may overestimate the imaginary part by 0.005$i$ on average. We hope that we can reduce this overestimation in future. One option could be that we refine our search grid of the imaginary part which is currently set to 0.003$i$. That means the next nearest value to $i$ that can be found with our algorithm is 0.003$i$. We assume that this stepsize is likely to be one reason for the overestimation of the mean imaginary part (in the retrieval), which in turn leads to an underestimation of the single-scattering albedo for low light-absorbing aerosols particles.

Figure 5 also shows results if we assume that we could retrieve the real part to an accuracy of 0.05 (open circles). In that case we again make use of the results published by Chemyakin et al. (2014), who show that an uncertainty of 0.05 is possible with 1-σ confidence if the arrange and average algorithm is applied.

The microphysical properties do not differ significantly from the results if the real part is retrieved to 0.1 accuracy and if we take account of the overall uncertainties of our inversion results. That is, any attempt to further improve the real part retrieval may not necessarily result in significant improvement of other data products and we consider this an important outcome of our study.

With regard to single-scattering albedo, Fig. 5 shows the results for each case separately, i.e. for each value of the true imaginary part we show five different results corresponding to the five different particle size distributions that we tested in the simulations. Thus, we show in total 25 different results for each real part. The true value of single-scattering albedo in each column (corresponding to a specific value of the imaginary part and one of five possible effective radii) is shown by a thick horizontal coloured line. Each of these coloured horizontal lines can be linked to one symbol of the same colour. The symbol with that same colour represents the inversion result (mean value) of the underlying optical data set.

The retrieved single-scattering albedo on average can be derived to within ±0.05 regardless of whether the real part is known to within 0.05 or 0.1. If single-scattering albedo is larger than 0.9, the inversion results become worse and tend to underestimate the true single-scattering albedo. If the true single-scattering albedo is 1, the retrieved value is around 0.95.

With regard to the impact of measurement errors of the optical data on our inversion results, we carried out numerous simulation studies in the past (Müller et al., 1999b; Veselovskii et al., 2002, 2004). We also learnt about the impact of measurement errors from the analysis of experimental data. We know that on average measurement uncertainties should be less than 20% in order to obtain microphysical parameters with low uncertainty. One point we are struggling with is that uncertainty needs to be expressed in terms of
accuracy and precision. All previous studies were only designed to estimate the uncertainty and we kept our studies fairly simple with respect to error analysis of the inversion results. We did not separately study systematic and statistical errors.

In this study we made the first step toward refining our error analysis. We used 5, 10, and 15% noise for each optical data point. We wanted to test by how much the microphysical parameters could shift for a given measurement uncertainty. In this study we are mainly interested in the likely maximum shift of the mean value of each data product. We try to provide a first answer to that question by what we call extreme error estimation. We distorted the backscatter and extinction spectra to their extremes and took the average of the eight extreme error runs as the final inversion result.

Another idea behind this approach of using maximum distortion is to find out what could possibly go wrong in data inversion if we do not know the error model that describes the uncertainty bars of the optical input data. For example we need to know how systematic and statistical error are computed from the Raman lidar data. Knowledge of the systematic and the statistical uncertainty would allow us to compute the uncertainty bars of the microphysical parameters in a more refined way. We need to know if a Gaussian like error distribution function sufficiently well describes the error bars of the optical input data, or if a different error distribution function is more appropriate. We emphasize that error distribution functions contain information that can be used in data inversion as additional pieces of constraint that might help us to improve the inversion results.

Our procedure needs to be taken with caution. It is just the first step toward dealing with the concept of error analysis in a more concise way. For example, we applied the noise for each data point individually, i.e., we did not consider that errors of the individual data points of a given 3 β + 2 α data set may be correlated to each other. Such an effect would likely have a significant impact on the inversion results. We also did not consider that certain situations of distorted data (i.e., values of Ångström exponents) may be less likely than other situations. We would like to use these results as motivation regarding the need for clearly defined data analysis protocols, because the quality of the optical data significantly impacts the quality of the microphysical parameters, or in other words: if the input optical data do not meet certain quality standards, the inversion algorithms cannot fix that problem.

In the following we only discuss the results for 15% error (right panel of Fig. 5). 15% error mainly disrupts the retrieval results if lidar ratios are above 100 sr, regardless of particle size and the real part. We notice that the effect is particularly pronounced for imaginary parts of 0.03 and 0.05. A systematic shift could occur (loss of accuracy), but it would not necessarily lead to a change of the statistical uncertainty (loss of precision).

This effect of the loss of accuracy is obvious for effective radius. The uncertainties could become unacceptably large for some of the retrieved effective radii if we do not use other types of information to constrain the results or if we do not know the mathematical function that describes the error bars.

Surface area concentration remains within a reasonable range of uncertainty if we use 50% deviation from the true values as benchmark. The retrieval error remains rather well behaved for the two PSDs that describe fine-mode particles, but also the other types of PSDs, i.e., the transition type and the coarse-mode type still deliver useful results.

Volume concentration shows reasonable results (we again use 50% retrieval error as benchmark when we talk about useful results) for all imaginary parts except the value 0.05i. The results worsen for large particles, i.e., for effective radii of 0.57 µm, but we can still derive meaningful results even if coarse-mode particles dominate the investigated particle size distribution. We measure the extinction-related Ångström exponent, and large particles are linked to low Ångström exponents. Thus we can use the values from extinction measurements at two wavelengths as quality flag parameter of the inversion results.

The imaginary part is our main target of future studies as it allows us to derive light absorption coefficients of particles. We find that the uncertainty (variation) of the imaginary parts that we obtain from the inversion of erroneous data to large part does not differ from the results we obtain from the inversion of error-free data. The exception is high imaginary parts (0.05i). In that case there is a high probability that we would systematically underestimate the imaginary part.

We find on average that single-scattering albedo is underestimated, regardless of the true value of the single-scattering albedo. We do not see a significant difference of the quality of the results (accuracy and precision) of single-scattering albedo at 355 nm and single-scattering albedo at 532 nm.

### 3.2.2 Results in terms of correlation plots

Figure 6 presents the inversion results in terms of correlation plots. This representation allows for easier identification of the general performance of the inversion algorithm. The left panel of Fig. 6 shows the results for error-free optical data, the right panel shows the results for optical data errors of 15%. The left column of each panel shows the results if the real part is known to 0.05. The right panel shows the results if the real part is known to 0.1.

The main results were already discussed in the context of Fig. 5. We find that on average the results slightly worsen if the real part is known to 0.1 instead of 0.05 accuracy. Figure 5i, j clearly shows the overestimation of the retrieved imaginary part if the true value drops below 0.01i. Single-scattering albedo is accordingly underestimated, and this underestimation becomes quite apparent if the true single-scattering albedo rises above 0.95.

If we introduce optical data errors, the quality of the inversion results worsens. Our approach of creating an extreme distortion of the optical spectra gives us some insight into
the maximum uncertainties that may occur. We find that effective radius and volume concentration may exceed 50% uncertainty. Surface area concentration in most cases stays within ±50% uncertainty. The imaginary part stays within ±50% uncertainty if the true value is above 0.01i. If the true value is below 0.01i the retrieved imaginary part may show a positive bias of 0.01 to 0.02. Regardless of the increased uncertainty of the microphysical properties single-scattering albedo still can be derived to ±0.05 in many cases. However, as noted before (see Fig. 5) single-scattering albedo is on average underestimated.

3.3 Simulation results of UP algorithm

The simulation results of the UP algorithm are shown in Figures 7, 8, 9, and 10. We split the discussion of our results into two parts: the first part deals with the results obtained with noiseless data. The second part deals with the case of noisy data. Moreover, we note that the complete evaluation is done without any restriction or constraints with respect to the real part of the CRI as it was used previously for the evaluation of the TROPOS/UH algorithm. We note that the UP error analysis was made with Gaussian noise.

3.3.1 The noiseless data case

First, we evaluate the effective radius retrieval and the retrievals of total surface area and volume concentration. In the case of noiseless input data, for almost all fine-mode particle examples (σ = 1.5, 1.7) the effective radius can be retrieved with a relative error less than 7.5% except for CRI 1.6 + 0i, 1.6 + 0.05i with σ = 1.5 (not shown here) and for CRI 1.5 + 0.03i, 1.5 + 0.05i, 1.6 + 0.03i, 1.6 + 0.05i, i.e. for strong light-absorbing particles, with σ = 1.7 (Fig. 7c). In those cases the relative error is less than 10%.

For almost all fine-coarse-mode and coarse-mode particles (σ = 2.1, 2.3), the effective radius is underestimated (Fig. 7a). The underestimation is between 2 and 13%. We find outliers for coarse-mode particles for which σ = 2.3 and CRI 1.4 + 0/ 1.6 + 0i, i.e. non-absorbing particles. The relative retrieval error of the effective radius is only about 25% in that case. In 90% of all simulation examples the retrieval errors are below 14% (Fig. 11h).

The total surface area and volume concentrations are two very stable microphysical parameters. In almost all cases these parameters can be retrieved to better than 15%. With regard to surface area concentration there are only two outliers, i.e. for σ = 1.5 with CRI 1.4 + 0.01i and 1.4 + 0.03i. In case of volume concentration we find six outliers. Five of the outliers have a real part of 1.4. In almost all cases, the surface area concentration is overestimated for σ = 1.5, 1.9, 2.1 (Fig. 7d). The volume concentration shows a very stable behaviour (Fig. 7g). In summary, 95% of all examples of total surface area concentration and 90% of all examples of to-
Figure 7. Retrieval results for effective radius (first row), surface area concentration (second row) and volume concentration (third row). The first column corresponds to noiseless data. The second column corresponds to data with 15 % noise. The last column shows the relative retrieval error for increasing noise level of the input data: 0, 5, 10, 15 % for gsd 1.7 as an example. Each subfigure (a)–(i) is compartmentalized into three partition with respect to the horizontal axis (refractive index). The partitions correspond to different real parts of CRI, namely 1.4, 1.5, and 1.6. Each partition shows the result for different imaginary parts of the CRI: 0, 0.005, 0.01, 0.03, 0.05i. The error bars denote the standard deviation from the mean value of all selected best solutions.

tal volume concentration result in retrieval errors well below 15 % (Fig. 11i, j).

Second, we evaluate the retrieval of the CRI. The retrieval of the real part is very stable. In particular for 1.5 (Fig. 9a, c) the relative error is below 3 % except for two outliers (not shown here). In summary, the relative error is below 5 % for all real parts and all simulation examples (two outliers) and the absolute deviation (90 % of all examples) is below 0.06 (see Figs. 8b and 11k respectively).

The imaginary part has a larger variation if the particles are more absorbing (Fig. 9d). This result holds true for all real parts and all simulation examples (two outliers) and the absolute deviation (90 % of all examples) is below 0.06 (see Figs. 8b and 11k respectively).

The imaginary part has a larger variation if the particles are more absorbing (Fig. 9d). This result holds true for all real parts and all simulation examples (two outliers) and the absolute deviation (90 % of all examples) is below 0.06 (see Figs. 8b and 11k respectively).

The relative error is less than 55 % except for eight outliers which for most part have an imaginary part of 0.01i. At the moment the reason for this behaviour is unknown.

In summary, with respect to the imaginary part, 83 % of all examples show retrieval errors below 50 %, and 94 % of all investigated imaginary parts show retrieval errors below 70 % (Fig. 8b). We note that we do not include non-absorbing particles with 0i for our evaluation of the relative error since division by zero fails. Figure 9d shows that both the absolute deviation from zero and the error bars are very small. With regard to the absolute error we find that 70 % of all examples are below 0.005 absolute deviation and 85 % are below 0.01 absolute deviation (Fig. 11l).

3.3.2 The noisy data case

In the case of noisy input data (15 %), the relative error of the effective radius is monotonically decreasing with increasing real part of the CRI, i.e. for real part 1.4 the relative error is less than 60 %, for 1.5 it is less than 40 %, and for 1.6 it is less than 30 %. For real part 1.4, the effective radius is overestimated in all examples of investigated PSDs. For the real parts 1.5 and 1.6, this overestimation still occurs in the case
Figure 8. Accumulative distribution of inversion results for UP algorithm (b, c). In the case of (b) complex refractive index and (e) single scattering albedo we show the accumulative sum (1.0 means 100 %) in dependence of the deviation in percent from the true result. Cases (a) and (d)–(f) show absolute errors of the retrieval results: (a) imaginary part of CRI for 15 % noisy input data, (d) SSA 355 nm (noiseless), (e) SSA 355 nm (15 % noisy input data) and (f) SSA 532 nm (15 % noisy input data). Each subfigure (a), (d)–(f) is compartmentalized into three partition with respect to the horizontal axis (refractive index). The partitions correspond to different real parts of CRI namely 1.4, 1.5, and 1.6. Each partition shows the result for different imaginary parts of the CRI: 0, 0.005, 0.01, 0.03, 0.05i.

Figure 9. Retrieval results for real part of CRI (first row) and imaginary part of CRI (second row). First column corresponds to noiseless and second to 15 % noisy input data. The last column shows the relative retrieval error with increasing noise level of the input data: 0, 5, 10, 15 % for gsd 1.7 as an example. Each subfigure (a)–(f) is compartmentalized into three partition with respect to the horizontal axis (refractive index). The partitions correspond to different real parts of CRI namely 1.4, 1.5, and 1.6. Each partition shows the result for different imaginary parts of the CRI: 0, 0.005, 0.01, 0.03, 0.05i. The error bars denote the standard deviation from the mean value of all selected best solutions.
Figure 10. Relative error of the retrieval results for the SSA 355 nm (first row) and SSA 532 nm (second row). The first column corresponds to noiseless and second to 15% noisy input data. The last column shows the relative retrieval error with increasing noise level of the input data: 0, 5, 10, 15% for gsd 1.7 as an example. Each subfigure (a)–(f) is compartmentalized into three partitions with respect to the horizontal axis (refractive index). The partitions correspond to different real parts of CRI, namely 1.4, 1.5, and 1.6. Each partition shows the result for different imaginary parts of the CRI: 0, 0.005, 0.01, 0.03, 0.05i.

of the fine-mode particles (Fig. 7b). It is worth mentioning that the relative errors for fine-mode particles are for the most part larger than for the intermediate and coarse-mode particles. In summary, 85% of all investigated examples show retrieval errors below 50% (Fig. 11h). However, if we include only the real parts 1.5 and 1.6, 98% of all examples show retrieval errors below 40%.

The surface area concentration is the most stable parameter in the case of inversion of noisy data. The retrieval error is less than 20% (1 outlier) with respect to the real part 1.4. In the case of real parts of 1.5 and 1.6, the retrieval error is less than 15% (two outliers). The parameter is slightly overestimated for fine-coarse- and coarse-mode particles (Fig. 7e) but stays within the error bars. The retrieval for fine-mode particles is excellent for the real parts 1.5 and 1.6 and all imaginary parts. In summary, 99% of all investigated examples show retrieval errors below 20, and 85% of all investigated examples show retrieval errors below 15% (Fig. 11i). We note that the retrieval error for most of the examples does not exceed the level of the input data error.

The volume concentration is also slightly overestimated, but in contrast to surface area concentration this overestimation is for the most part only happening for fine-mode particles (Fig. 7h). The overestimation stays mostly within the error bars for the real parts 1.5 and 1.6. Moreover, volume concentration is overestimated for all particles with real part 1.4. The retrieval error is less than 35% for real parts 1.5 and 1.6. This means that on average it stays within the input data error level. For the real part 1.4, the volume concentration has a retrieval error less than 55% except for $\sigma = 2.1$ and $\sigma = 2.3$ where it is 70%. For fine-mode particles the volume concentration has a retrieval error less than 40% for all CRIs. In summary, 90% of all investigated examples of volume concentration have a retrieval error below 50% (Fig. 11j). If we consider only the real parts 1.5 and 1.6, the retrieval error is below 40% in 100% of these examples.

In contrast to the noiseless data case, the real part of CRI 1.4 is always underestimated (1 outlier) in the case of noisy data (Fig. 9b). Moreover, the CRI (all real parts) is nearly always underestimated for the case of fine-mode particles. The relative error is larger than the relative error of the CRI of intermediate and coarse-mode particles. Still, the retrieval error is very small, i.e. 89% of all examples have an error below 5, and 100% of all examples have a retrieval error below 6%. With respect to the absolute deviation, 83% (noiseless case) and 64% (noisy case) are below ±0.05, and nearly 100% (noiseless and noisy case) are well below ±0.1 (two outliers) (Fig. 11k).

With regard to the imaginary part of the CRI, we find that the error bars are very large for strong light-absorbing particles (precision is low), i.e. imaginary parts are 0.03i and 0.05i (Fig. 9e). The accuracy and precision is good for non- and weak light-absorbing particles. In summary, in 90% of all investigated examples the retrieval error is below 40%, in 93% of all cases it is below 50%, and in 100% (only two outliers) of all examples the retrieval error is below 60% (Fig. 8b). We note again that non-absorbing particles with 0i are not included in the evaluation of the relative error. How-
Figure 11. Accumulative distribution of inversion results for TROPOS/UH algorithm (left panel) and UP algorithm (right panel). TROPOS/UH algorithm: results are shown for the constraint that the real part can be extracted to an accuracy of 0.05 (solid thin line) and 0.1 (solid thick line), according to Chemyakin et al. (2014) and the data error is 0 %. Results for the data error of 15 % are shown too (0.05 accuracy as thin dashed line and 0.1 accuracy as thick dashed line). UP algorithm: results are shown for the noiseless case (solid thick line) and for the data error of 15 % without any constraint for the real part in both cases. In the case of (a, h) effective radius, (b, i) surface area and (c, j) volume concentration we show the accumulative sum in dependence of the deviation in percent from the true results. In the case of the (d, k) real part, (e, l) imaginary part, and single-scattering albedo at (f, m) 355 nm and (g, n) 532 nm we show absolute deviations. The solid horizontal line shows the 50 % level (accumulative sum). The dashed horizontal line shows the 75 % level, and the dotted horizontal line shows the 90 % level.

ever, Fig. 9e shows that the absolute deviation as well as the error bars are very small for non-absorbing particles.

As already mentioned before, if we want to obtain an absolute accuracy of approximately ±0.03 for the SSA, which is a basic requirement for climate change studies, one needs to test if it is possible to retrieve the imaginary part of the CRI to an absolute error of less than ±0.005. We found that for non- (0i) and weak light-absorbing (0.005i, 0.01i) particles this is possible, i.e. the accuracy of ±0.005 in absolute values is achievable; for the real part 1.6 it seems to be even possible for strong light-absorbing particles (0.03i, 0.05i) (Fig. 8a). For the rest of strong light-absorbing cases the absolute error stays within ±0.015 except for two outliers. In summary, 82 % of all examples stay below ±0.005 and 92 % below ±0.01 absolute retrieval error (Fig. 11). A closer look at Figs. 11l, 8a shows that for the imaginary part, the noisy data case delivers better results than the noiseless one. This fact needs further investigation in future.

3.3.3 Evaluation results for SSA

We evaluate the accuracy of single-scattering albedo for the case of noiseless and noisy optical data. As expected from the absolute retrieval error of the imaginary part of the CRI – which is larger for strong light-absorbing particles – the single-scattering albedo at 355 and 532 nm shows more or less the same behaviour in the noiseless and noisy cases respectively (Fig. 8d–f and Fig. 10a, b, d, e). For noiseless data, 91 % of all examples (355 and 532 nm) are below 6 % retrieval error. 99 % of all examples at 355 nm, and 95 % of all examples at 532 nm are below 10 % retrieval error (Fig. 8c).

With respect to 15 % error of the optical data, we found that in 100 % of all examples the retrieval errors are below 12 % for the single-scattering albedo at 355 and 532 nm. The retrieval errors are well below 6 % for 87 % of all examples at the wavelength 355 nm and for 88 % of all examples at the wavelength 532 nm (Fig. 8c).

Regarding the absolute deviation and the cases of noiseless input data, we found an underestimation of the SSA at 355 nm (and similarly for SSA at 532 nm) for non- and weak light-absorbing particles in the intermediate and coarse mode. For non- and weak light-absorbing particles in the fine-mode, the accuracy limit of ±0.03 (in absolute values) is achieved (Fig. 8d). In the case of noisy data, this underestimation (in the intermediate and coarse mode) of the SSA at 355 and 532 nm occurs for all imaginary parts at real part 1.4 (Fig. 8e, f). For nearly all non- and weak light-absorbing particles with real parts 1.5 and 1.6 the accuracy limit ±0.03 is achieved for all five modes at 532 nm. The accuracy limit is ±0.05 (one outlier) at 355 nm in these cases (Fig. 8e, f). In summary, 70 % (65 %) of all examples of the SSA at 532 nm (355 nm) have an uncertainty of less than ±0.03. In 88 % of all examples (both wavelengths) the uncertainty is below ±0.05 (Fig. 11m, n).
3.3.4 Results in dependence of increasing noise level

We complete our evaluation by showing how the retrieval errors increase with respect to increasing noise level. For that purpose we use one example, i.e. fine-mode particles with gsd $\sigma = 1.7$. We investigated 0, 5, 10, and 15% input noise. Figure 7c shows the retrieval error of the effective radius for increasing noise level. For the real part 1.4 we clearly see the expected behaviour, i.e. the retrieval error increases with increasing noise level. The same is true for real part 1.5 and strong light-absorbing particles. For all other CRIs, the noise level seems to have less influence on the retrieval results. Additionally, Fig. 7c, i shows that we obtain very good retrieval results for effective radius and for volume concentration, more or less independently of the CRI, in the case of noiseless data. However, Fig. 7i shows that for the volume concentration the noise level itself seems to nearly always have only a minor impact on the results.

Although the surface area concentration is a very stable parameter in the retrieval process. Surprisingly, Fig. 7f shows reverse results with respect to increasing noise level, in particular for real parts 1.5 and 1.6.

The retrieval of the real part of the CRI (Fig. 9c) shows more or less what one would expect for noiseless data. In contrast the noise level seems to be again less important with regard to the relative retrieval error. In contrast the imaginary part of the CRI (Fig. 9f) and the single-scattering albedo (Fig. 10c, f) show no regular behaviour even for noiseless input data, and particularly for strong light-absorbing particles in the case of real parts of 1.5 and 1.6. This behaviour needs further investigation.

4 Summary

We summarize the status of two manually operated data inversion algorithms (TROPOS/UH algorithm and UP algorithm) that are used to derive microphysical parameters of atmospheric particles. The optical input data for these algorithms are collected with EARLINET multiwavelength (3 $\beta + 2\alpha$) Raman lidar. The algorithms provide particle effective radius, surface area and volume concentration, and the real and imaginary part of the complex refractive index. Single-scattering albedo can be computed from the derived particle size distributions and complex refractive indices with Mie-scattering algorithms.

4.1 TROPOS/UH algorithm

We tested the algorithms ability to derive the investigated particle parameters as accurately as possible, if the optical input data are error free and the real part of the complex refractive index is known to 0.1 or 0.05 uncertainty. This latter assumption was introduced in our simulation study in view of results published by Chemyakin et al. (2014), who show that it may be possible to constrain the result for the real part by the arrange and average algorithm. Investigations with regard to how much the real part can be constrained are under way. Thus, our own study can merely be considered as a first exploratory study. We also investigated the situation of noisy optical input data. We were interested in the question of how much the derived microphysical parameters could deviate from the true results if a certain uncertainty level (5, 10, and 15%) is reached. For that purpose we distorted the optical spectra (backscatter at 3 wavelengths and extinction at 2 wavelengths) to a maximum for each of these three uncertainty levels, which likely will not occur under real experimental situations. We made the simplifying assumption that an extreme distortion of the optical input spectra leads to an extreme (maximum) deviation of the microphysical parameters from the true values. We acknowledge that this assumption requires more studies to corroborate it.

We find that the effective radius of the PSDs in the fine-mode, the intermediate case (fine- and coarse-mode particles), and the coarse-mode can be retrieved well. Accuracy usually is better than 25% in all cases, though we notice outliers. Surface area concentration can be retrieved with an accuracy of approximately 10%. Statistical errors (precision) is just about large enough to include the true values too. In most cases we slightly underestimate the true values. Volume concentration can be retrieved well for the fine-mode, intermediate case, and coarse mode. Accuracy is better than 20% except for six outliers out of 75 investigated cases.

The real part was retrieved to either 0.1 or 0.05 uncertainty according to the methodology by Chemyakin et al. (2014), and thus is not part of the performance study of our inversion method.

It seems that the accuracy of the retrieved imaginary part in general is better than 30% for all investigated cases if the true imaginary part is $\geq 0.01$. Taking into account precision (statistical error), we find that we still can derive the imaginary part to within $\pm 50\%$.

If the imaginary part is less than 0.01 we can merely decide if the mean value is $\leq 0.015$. If we include statistical noise we lose precision as well. This results confirm previous, less systematic studies in which we found that we can merely determine the order of magnitude if the imaginary part is below 0.01.

Single-scattering albedo can be derived to approximately 0.05 in many of the investigated cases. Accuracy is in part better than 0.05, but if we include statistical errors we find deviations up to 0.1. These results however depend on the constraint of the real part. We find that if we can constrain the real part to 0.05, single-scattering albedo can be derived to better than 0.05 as long as its true value is $\geq 0.9$. We find a systematic underestimation of single-scattering if the true value is above 0.9. This effect is caused by the fact that our TROPOS/UH inversion method cannot accurately derive imaginary parts if they are less than 0.01. Particularly the fact that we cannot derive an imaginary part of 0 currently poses the greatest challenge.
We finally notice that it may not be so important for the retrieval quality of effective radius, and surface area and volume concentration if the real part cannot be constrained to better than 0.1. Effects are more pronounced with regard to the imaginary part, though accuracy nearly always stays within $\pm 50 \%$ as long as the true imaginary part is $\geq 0.01$. Below 0.1 (true) value the imaginary part is overestimated by on average 0.01. The quality of single-scattering albedo also depends on how accurately the real part can be retrieved. If it can be retrieved to 0.05 we find that the retrieved single-scattering (at 355 and 532 nm) in nearly all investigated cases remains within 0.05 accuracy. Significant underestimation occurs if single-scattering albedo is above 0.9. In that case, overestimation of the imaginary part plays a role. The quality of single-scattering albedo becomes notably worse if the real part is retrieved to only 0.1. In that case the accuracy may be only 0.1.

With regard to our extreme error computations we find that results for the most part show an accuracy better than 50 %. In many cases the accuracy is significantly better than 50 %. We find outliers. We do not have sufficient information from this limited set of simulations that allows us to identify a pattern that could explain when the outliers occur. We believe that the inversion method is robust enough to provide microphysical size parameters with $\leq 50 \%$ error (accuracy plus precision), even in cases of 15 % measurement error if the exact error-model of the optical uncertainty bar is unknown. We emphasize that one goal of optical data analysis must be the characterization of the underlying error model of the optical data as it would likely improve significantly the microphysical inversion products.

With regard to the imaginary part we notice that on average the accuracy worsens with increasing noise level. We find more cases of overestimation and underestimation of the true imaginary part compared to the case of correct optical data. Results slightly differ if the real part is constrained to 0.05 or 0.1. However, if we take only results for which the true imaginary part is larger than 0.01, we still find that the retrieved imaginary parts are within $\pm 50\%$ from the true values.

Single-scattering albedo seems to be significantly underestimated compared to the results for single-scattering albedo in the case of noiseless optical data. In particular we notice a wider scatter of values of single-scattering albedo around the true values. In contrast, in the case of noiseless optical input data, the results for single-scattering albedo remain rather well confined within a narrow band of $\pm 0.05$ deviation around the true values, except for the cases of single-scattering albedo $\geq 0.9$ (see comments in Sect. 3.1.1).

4.2 UP algorithm

We summarize here our results of the UP algorithm for 15 % noisy input data.

The total surface area concentration is the most stable parameter within the microphysical retrieval procedure, i.e. 99 % of all examples are below 20, and 85 % are below 15 % retrieval error (Table 3). The retrieval error level stays mostly within the input data error/noise level. With respect to the effective radius, 85 % of all examples are below 50 % retrieval error. Additionally, by including only the real parts 1.5 and 1.6. 98 % of these examples are below 40 % retrieval error. For the total volume concentration we found 90 % of all examples are below 50 % retrieval error and, moreover, by including only real parts 1.5 and 1.6 the retrieval error stays below 40 % in 100 % of the examples.

We found for the imaginary part of the CRI that for non- (0i) and weak-absorbing (0.005i, 0.01i) particles in all modes (fine, intermediate, coarse), the accuracy $\pm 0.005$ in absolute values is achievable. For real part 1.6, we achieve this accuracy even for strong light-absorbing particles (0.03i, 0.05i). In summary, 82 % of all examples stay below $\pm 0.005$. Concerning the real part of CRI, the relative retrieval error is very small, i.e. 100 % of all examples are below 6 % retrieval error. With respect to the absolute deviation, 64 % of all examples are below $\pm 0.05$, and 100 % are well below $\pm 0.1$.

The evaluation statistics show that the relative retrieval errors of effective radius and total volume concentration are prominently larger for the real part 1.4. The retrieval of the imaginary part of the CRI has significantly larger error bars for strongly light-absorbing particles of 0.03i and 0.05i. The error bar behaviour is monotonically increasing with an increasing light absorption level. These observations are in agreement with mathematical theoretical studies which show that in general the degree of ill-posedness of the inverse problem grows both with increasing imaginary part and decreasing real part.

For fine-mode particles with gsd $\sigma = 1.5$ the relative retrieval errors of the effective radius and real part of the CRI are largest for almost all CRIs. The same is true for the total surface area concentration but here only for real part 1.4, or for total volume concentration only for real part 1.6. For coarse-mode particles with $\sigma = 2.3$, the post-processing procedure is very complicated and time consuming since the CRI domain often has neither a diagonal structure nor any other well-defined domain. It is sometimes even speckled. Selecting the CRI associated with the PSD may be difficult.

As expected from the absolute retrieval error of the imaginary part of the CRI, which is larger for strong absorbing particles, the single scattering albedo shows more or less the same behaviour for 355 and 532 nm. For the single scattering albedo, the relative errors stay below 12 % in 100 % of all examples. In more detail, 87 % of all examples for 355 nm and 88 % of all examples for 532 nm are well below 6 %. With respect to the absolute error we achieve an accuracy limit of $\pm 0.03$ for nearly all non- and weak-absorbing particles in all three modes (fine, intermediate, coarse) and for which real parts are 1.5 and 1.6. We note that this accuracy limit is a basic requirement for climate change studies. In summary, 70 % (65 %) of all examples stay below $\pm 0.03$ for SSA 532 nm (355 nm).
4.3 Comparison of results

Figure 11 shows the accumulative distribution, i.e. the number of case studies for which each of the investigated parameters deviates less than a given value (shown on the x axis of each plot).

With regard to the UH/TROPOS algorithm we see that, if we have knowledge of the real part, approximately 50% of all solutions for effective radius deviate by less than 5–8% from the true results. We find that 75% of all solutions have uncertainties of less than 15%. Each solution deviates less than 50% from the true results.

If uncertainties of the optical data are 15%, only 50% of all solutions have errors less than 50%. The uncertainties of the other 50% of the solutions may be considerably larger. We note that this is an extreme estimate, as we distorted the optical backscatter and extinction spectra to their maximum.

In the case of surface area concentration, 75% of all simulated cases deviate less than 10% from the true results, regardless of whether the real part is known to 0.05 or 0.1 accuracy. If we introduce uncertainties, we find that 75% of all solutions deviate less than 20% from the true results.

In the case of volume concentration we find that 50% of all solutions deviate less than 10% from the true values, 75% of all cases deviate less than 20% from the true values, and in 90% of all simulated cases the retrieval error is less than 50%. If we assume uncertainties of 15% for the optical data, volume concentration may deviate less than 20% from the true value in 50% of all simulation cases.

With respect to the imaginary part the deviation is less than approximately 0.006 in 75% of all cases. If measurement errors are included the deviation is ≤0.01 in 75% of all cases.

Single-scattering albedo at 355 and 532 nm can be derived to better than 0.04 in 75% of all cases if the real part is known to 0.05–0.1. In 90% of all simulation cases we can retrieve single-scattering albedo to better than 0.06. If we introduce measurement errors the uncertainty of single-scattering albedo is ≤0.06 in 50% of all cases and ≤0.08 in 75% of all cases.

The next paragraphs describe the retrieval results of the UP algorithm. With regard to the noiseless data case, we find that approximately 50% of all solutions for the effective radius deviate by less than 5, and 90% of all solutions deviate by less than 14% from the true values. Each solution deviates less than 25% from the true values. In case of uncertainties of 15% of the optical data, only 50% of all solutions have errors less than 25, and 85% of all solutions stay below 50% deviation.

The total surface area concentration proves to be the most stable parameter as already mentioned. That is, 75% of all simulated cases have uncertainties less than 8, and 95% of all cases deviate less than 15% from the true values. Even in the data case of 15% noise, 85% of all investigated cases deviate by less than 15% from the true values, i.e. the data error is not amplified during the retrieval process.

Concerning the noiseless data case of the total volume concentration, we find that 50% of all examined cases deviate less than 5% from the true results, and 90% of all cases have less than 15% uncertainty. If we assume 15% optical data error, the qualitative behaviour of the uncertainty behaviour of volume concentration is similar to the uncertainty behaviour of effective radius. Only 47% of all retrieved solutions show errors less than 20%, and 90% of all solutions deviate less than 50% from the true values.

With respect to the real part of the CRI we find that the differences between the retrieved and the true values in the noiseless data case are ≤0.04 in 75% (≤0.06 in 90%) of all investigated cases. In the noisy data case the deviation is ≤0.055 in 75% of all cases. In both cases all solutions deviate less than 0.1 from the true values.

With regard to the imaginary part we observe that there is no big difference between the noiseless and noisy data case. On average the deviation between retrieved values and true values is ≤0.005 in 75% of all simulated cases.

The single-scattering albedo at 355 and 532 nm shows a similar qualitative behaviour as the imaginary part of the CRI, namely, there is only a quite small difference between the noiseless and noisy data case. On average the deviation is ≤0.03 for SSA at 532 nm (≤0.04 for SSA at 355 nm) in 72% of all investigated cases. The deviation is ≤0.05 for SSA at 355 and 532 nm in 90% of all cases.

Table 3 presents a few numbers regarding the performance of the two algorithms. The real part was assumed known to within ±0.05 or ±0.1, in the case of the TROPOS/UH algorithm. No such assumptions were made for the simulations with the UP algorithm.

We think that we can achieve a retrieval accuracy of the size parameters of 20%. Any better value seems unrealistic in view of measurement errors and errors caused by the inversion method. A retrieval accuracy of 0.005 of the imaginary part may be possible. We furthermore target a retrieval accuracy of 0.05 for single-scattering albedo.

We note that both algorithms have advantages and drawbacks. The simulation studies use the same size distributions and complex refractive indices but follow different aims in testing each algorithm. Therefore, a truthful comparison between the algorithms is not possible. Nevertheless, it is remarkable that the surface area concentration is found to be the most stable microphysical parameter in the retrieval process. For example, in the noiseless optical data case and the case of surface area concentration, a deviation of less than 20% compared to the true result is achieved in 95% (for TROPOS/UH) and 97% (for UP) of all investigated cases.

Moreover, for the case of 15% noise of the optical data, volume concentration deviates less than 20% from the true values in 48% (for TROPOS/UH) and 47% (for UP) of all simulated cases (Table 3).
5 Outlook

Future development work of the TROPOS/UH algorithm will focus on deriving fine mode and coarse mode particle parameters separately. We want to investigate to what extent a wavelength-dependent complex refractive index of aerosol particles influences the quality of the retrieval results. The reason for this study is that we assume a wavelength-independent refractive index in our retrievals. We want to investigate whether we can derive the single-scattering albedo with less uncertainty if the true value of SSA is above 0.9.

In future the Potsdam group will improve the presented software using the two regularization methods, namely TSVD and iterative Padé method in parallel to utilize advantages of both methods simultaneously.

Currently the Potsdam group is investigating a microphysical retrieval procedure via regularization for non-spherical particles, in particular, spheroidal particles, i.e. oblate and prolate particles. In future a user-friendly software tool for non-spherical particles could be developed.
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